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Abstract

Civil aviation, providing transport to connect people,taués and economies, is
situated at the heart of globalisation. Since its earliestsdit has grown along
with every other part of the industrialised society and edqeed growth rates ex-
ceeding that of global GDP. Projections suggest that fugirteaffic emissions will
play an increasingly important role in the contribution tolsal warming, which is
regarded to be a serious threat to earth’s socio-ecologysams.

Air traffic contributes to the overall anthropogenic ratatforcing, a metric de-
noting perturbations in the earth’s radiation budget, l@yg¢mission of greenhouse
gases and aerosols, and also by the generation of high iegsslocommonly known
as contrails. Recent studies suggest that the radiatieenfpresulting from con-
trails is potentially higher than that of all other air-frafpollutants combined.

In light of this, contrail avoidance is attracting increasinterest from the aeronau-
tical community. An important contribution to the understang of the problem in
a wider context is made in this thesis, alongside proposalstort, mid and long
term strategies for contrail avoidance. These are in pdatiche optimisation of
the aircraft for contrail avoidance, the application of caety induced heat to sup-
press contrail formation, and a novel engine concept thaibés the potential for
a reduction of all emissions simultaneously. Aircraft apation deals with the
adaptation of existing technology for more environmegtabmpatible air trans-
port, whereas the latter two approaches are breakthroutinatgies of a more
disruptive character covered by several patents resttiomg this research.

Short and mid term strategies are accompanied by an incheasebon dioxide

emissions. A study examining the long-term impact of asiatcarbon dioxide

emissions relative to that of contrails suggests that ireiotd achieve more sus-
tainable air transport, the avoidance of contrails is itable. However, as the
short-term impact of contrails is less severe, postponorgreil avoidance until

the associated increase in carbon dioxide emissions isigs#icant could be a
better way to deal with the problem.
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Chapter 1

Introduction

1.1 Global warming

The earth’s atmosphere is a protective layer of air enabiiagn its form as we
know it today. It shields cosmic radiation and holds elermentcial for the emer-
gence of biologic life. Weather phenomena, which is thedatple movement of
air and evaporation and precipitation of water, occur inatreosphere. The scale
and strength of weather events is primarily dependent oruti@unt of energy in
the atmosphere. This energy is provided by the sun in the édcasmic radiation,
heating the planet’s atmosphere. The heating occurs dibsto@ation and emission
of thermal radiation by some of the air molecules. The domtiahsorbers of solar
radiation are C@and water vapour. Without this warming effect, the earttrisa
sphere would be much cooler, and unhabitable for the mgjofgpecies currently

occupying the planet.

This warming effect was firstly recognised in 1827 by JeaptB& Fourier, who



observed it in greenhouses and drew parallels to the atreospn a greenhouse,
solar radiation is passing the glass almost unimpeded dhdnsabsorbed by plants
and the solil, which re-emit it in form of thermal infrared raiibn. However, the
infrared radiation is absorbed by the glass and scattergdibto the greenhouse,
which has the effect of keeping the temperature higher throwt the surrounding
glass. Based on this observation, the atmospheric warmasgealled greenhouse
effect, and the radiation absorbing gases in the atmosgnerealled greenhouse
gases. Without greenhouse gases, the earth’s atmosphaté ke 2PC or so
lower. The blanketing due to naturally present greenhoasesin the atmosphere,
and the associated temperature difference, is known asathheah greenhouse ef-

fect.

An increasing greenhouse gas concentration would havefect eh the average
global temperature because more thermal radiation woulitbberbed. John Tyn-
dall measured the absorption of infrared radiation by, @&d water vapour around
1860, aan Arrhenilﬂ [1896] first speculated that changdwitetvels of CQ in the

atmosphere could substantially alter the surface temyerahrough the green-

house effect. In 1940, Guy Stewart Callendar linked risiagoon dioxide con-
centrations in the atmosphere to global temperature. kligved that he was the

person who for the first time forecasted a global temperatsesdue to increasing

CO, concentrations as a result of burning fossil fuels. Reali@ Suess [1957]

pointed out that the anthropogenic increase in,€@ncentration would create an
enhanced greenhouse effect, potentially causing significalevated global tem-
peratures in the long term. The change in temperature woultéturn cause a

change in variations of weather, known as climate change.

According to numerous studies, an increase in temperatir@nvoke a more
hydrological cycle with more water vapour in the atmosphemd more severe

weather events. While most areas expected to experien@ivedy associated

3
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Figure 1.1: Climate change: source, impact and responspl[edfron,
200&}

consequences such as more frequent and severe droughts lewvekrise, other
areas might experience beneficial effects. But it is the @bess of the change
that is of greatest concern. If it occurred slowly enougltjs@cological systems
would be able to gradually adapt to it. A sudden change, asrebd during the last
decades, will have consequences that are hard to foreséend3t likely, human

and natural ecosystems will find it difficult to adapt.

An integrated view of climate change is given in|1.1. Humativédi@s in its vari-

ous forms, such as emissions or deforrestration, impagjltiel climate. Climate
change, in return, has an indirect impact on human or nasystéms. Communi-
ties and natural systems can respond to changes in two wdsptadion is aimed
at reducing the effects due to climate change, and mitigasi@imed at reducing

the cause of climate change.

The continually increasing demand in fossil fuels and mtpas regarding future

emissions have led to the topic of global warming coming gnatiopolitical agen-

4



das. Governments are increasingly accepting the undgrigrence and thanks

to the moral and economic pressure, cleaner energy souree®@a anticipated

to be put into place [The Economist print edition, 2007].i€lek and new regula-

tions will require companies and private individuals to pidmore environmentally
friendly technologies. Companies started realizing tithbbagh global warming
is a cost driver, it may also provide new opportunities. Nearkets, technologies
and businesses emerge, where revenues can be created.afige ¢h alternative
technologies, evoked through the introduction of policesn occur in a disrup-
tive manner. Sudden emergences of,G&ducing measures will be beneficial to
companies that have positioned themselves well. It is bati¢hat the firms which
spent money on more environmentally friendly technologiesmore likely to do

well out of COQ, emission constraints.

1.1.1 The fundamentals of global warming

Regarding earth as a closed system, solar incoming shee-vealiation is either
absorbed or reflected back into space. Absorbed radiatioangerted into heat
energy, keeping the planet at a habitable temperatureoioll) the Boltzman law,
a body of temperature above absolute zero Kelvin is radjatitnereas the intensity
of the radiation depends on the body’s temperature. Undélilegum conditions,
terrestrial infrared radiation due to the earth’s tempemis offset by incoming
solar radiation, and the energy fluxes of the ingoing and antgradiation are

equal.

Pollutants, such as greenhouse gases, impose a pertarbatithe equilibrium
state by absorbing additional heat energy. The amount ofgrabsorbed is de-
noted by radiative forcing (RF), which is the amount of réidiaforced to remain

within system earth, i.e. the atmosphere, oceans and seim@e and more heat

5



is absorbed, the earth’s temperature increases. Theivadiatcing of a particu-

lar pollutant depends on its spatial distribution and iteriaction with solar and

terrestrial radiation [Shine and de Forsters, 1999]. A terajre rise will occur

over time until the outgoing and the ingoing radiation areequilibrium again.
The expected steady state equilibrium temperature chamgéoda certain pollu-
tant depends on the strength of its radiative forcing. A fpasradiative forcing
will cause a temperature rise, whereas a negative radifdireeng will cause a

temperature drop.

Furthermore, the temperature change is also determinedebglimate feedback
parameteh. It can be understood as a gain factor, accounting for tdieensional
atmosphere-ocean feedback mechanisms such as cloud @edeanmation. The
value of the climate feedback parameter varies from modelddel. Despite vast
improvements in climate modelling techniques, its quasaifon remains little im-

proved and its uncertainty is often used by climate changetsrs to denounce

climate change predictiorls [Lindzen et Lal., 2001].

1.1.2 Quantification of climate impacts

The quantification of the impacts of pollutants is fundamakfar the assessment
of global warming and its consequences. Metrics are usedetatify and com-
pare contributions from polluters on a global scale downniividuals. They
support the development of pollutant abatement strateggidssupport decision-
making processes. A metric can either represent the amdpuotlatants released
in the atmosphere or the impact they have on the environméetieas the impact

on the environment can be broken down into several levelgaiiéng the impact

of emission as a chain [Shine et al., 2005], the levels arassoms— radiative

forcing — climate impact— societal and ecosystem impact. Although the rele-

6



vance of the impacts increases further down the chain, tiseaecorresponding
increase in uncertainty and complexity in computationahiteques. Ultimately,

a metric reflecting the impact on the socio-economic devetag paths would be
most desirable. In the following, the most important metiicat are used today

will be introduced.

Radiative forcing

In a very simplified representation, the steady-state ¢lotemn surface temper-
ature change due to perturbations in the planetary’s iiadi&iudget relative to a

baseline temperature is defined as

ATs = ARF (1.1)

whereATs is the temperature changejs the climatic feedback parameter and RF
is the radiative forcing. Radiative forcing is expresseteims of Watt per square
meter, denoting the energy flux per unit earth’s area foroestdy on earth. A
positive forcing tends to warm the system, while a negativeifng tends to cool
it. Efficacy is a term often associated with radiative fogeirit is defined as the
ratio of the climate sensitivity parameter for a given fagciagent relative to the
response produced by a standard,@@rcing from the same initial climate state
[Hansen et al., 2005].

The radiative forcing of gaseous agents is dependent ondbecentration, which
is determined by the accumulated emissions in the atmospteollutants with
long residence times, such as £Cause a radiative forcing up to several decades
after emission until they are absorbed by the natural enmient. An immediate

abatement of all carbon dioxide emissions would only resudt gradual decay of



the CQ concentration and the associated radiative forcing. Riadiforcing is
therefore a metric reflecting the current impact of past simis. Other emissions,
such as contrails, have much shorter residence times. Tagyrsthe upper tro-
posphere only up to some hours. Immediate avoidance wouldllbeved almost

instantaneously with the radiative forcing diminishingayo.

Global warming potential

Global warming potential (GWP) is a metric for the contribatof a certain pollu-
tant to global warming. It is a relative scale, comparingehgironmental impact
of a pollutant to that of the same mass of a reference gas,hweicommonly
CO, and has a GWP of one by definition. The definition of GWP is tleior
of the time-integrated radiative forcing from the instargaus release of 1kg of a
substance relative to that of 1 kg of a reference gas.” Ind&s®, the term “instan-
taneous” refers to a pulse emission of a certain amount gbpdflatant. Quoting
the GWP without specifying the length of the time period isamagless. In the
Kyoto Protocol, the time period is fixed to 100 years, althosborter and longer
timescales are possible to calculate. Today, the time spgEd0oyears is commonly

used as time period for calculating the GWP.

Unfortunately, the global warming potential is regardefdeémot a suitable measure

for the influence of aviation emissiorLs [Rogers and S%in@S]ZGt is a metric that
reflects the effect of one tonne of emitted pollutant gasyagsg the gas to be
homogeneously distributed in the atmosphere and to havasamably long life-
time. However, aviation pollutants such as N@ contrails are more short lived,
and their occurrence is more confined to certain regions kinebkes. Additionally,
the environmental impact of some aviation pollutants isethelent on factors such

their geographical location of release, the time when av alstude where they



were emitted.

Global temperature potential

Alternatives to the GWP for comparing the climate impactmissions of green-

house gases have been proposeLﬂ by Shinel let al. [2005]. Tiscedif greenhouse
gases, one strong with a short life-time and the other wettkaibng live-time, can

have the same GWP. At a given time, however, the temperatgponse due to a

pulse emission might be different. Two metrics are prop(ixskzhine et aJI‘ [20&5],
both called the Global Temperature Change Potential (Cadvgring pulsed emis-
sions (GTPP) and sustained emissions (GTPS). They représenemperature
change at a given time due to a pulse emission of a gas, makiagpretation

unambiguous as opposed to the GWP.

Both the GTPP and the GTPS are one step down in the chain or6padey are
capable of modelling the influence of short-lived species, @e more applicable

for quantifying the influence of aviation emissions on thebgll climate.

Other metrics

At the end of the chain of pollutants and their environmeirtgdacts on page 6
are the societal and ecosystem impact. An assessment ofgudll regarding the
societal and ecosystem impact would be most relevant, mitadtineir complexity,
they are difficult to calculate. Attempts are made to meaweelimate impact in
terms of abatement cost or welfare loss applying empiripplf@aches, and is be-
coming more and more common to quote fiscal numbers. The dseafnumbers

is particularly attractive for policy makers and in indydbecause climate change



can be associated with a cost. As industry is profit drivemassociation of climate

change with a cost gives incentives to reduce their envisgriad footprint.

1.1.3 Trends

Carbon dioxide is the dominant mode through which carboroistantly trans-
ferred in the natural environment between a variety of caneservoirs. Burning
fossil fuels, which is one reservoir, means taking carbomfbeneath the earth’s
surface, converting it to C£and emitting it into the atmosphere. The accumulation
of carbon dioxide in the atmosphere occurs due to the absH#rmdficient natu-

ral carbon dioxide sinks. The atmospheric concentratioB®@f and that of other

D

pollutants are constantly recorded. Etheridge et al. [19@6ved the change in

carbon dioxide concentration over the past from Antarcicdore measurements.
Results are shown in figure 1.2, showing an increasing tréndeoatmospheric
carbon dioxide concentration since the beginning of thesiahl revolution. Es-
pecially during the last few decades, the atmospheric caglomxide concentration

has increased sharply.

Human contributions to global warming are constantly assgby the Intergovern-
mental Panel on Climate Change (IPCC), which has been &dtatiito improve
the understanding of climate change, its potential impactsoptions for adapta-
tion and mitigation. Figure 1.3 is provided by the IPCC, suamiing the principal
human induced mechanisms that force climate change. Ngttbalemission of
greenhouse gases contributes to global warming, but ajsthe.alteration of sur-
face reflectance by land use. The only forcing in figure 1.8 ihaf non-human
origin comprises the variations in the output of the sun. &ofithe radiative forc-
ing agents, such as such as £@re homogeneously distributed over the globe.

Other perturbations, such as aerosols, have more disegainal signatures be-

10
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Figure 1.2: Global carbon dioxide concentration [adoptexinf Etheridge et al.,
1996].

cause of their spatial distribution. Therefore, but alse ¢l other reasons, the
cumulative of all displayed radiative forcings cannot bpepted to yield the net

effect on the climate system.

As the atmospheric concentration or occurrence of a cepialintant changes, so
does its radiative forcing. For pollutants with relativaelyort lifetimes, an instant
change in their emission rates, which could be measured §s miaits or occur-
rences per unit of time, would then almost instantaneousdygke a change in
their radiative forcing. Species with long life times, sulahCQ, accumulate in
the atmosphere. Even if the emission of 8&as avoided instantaneously, it would
take decades until all COof human origin was absorbed and the radiative forcing

due to CQ settled to preindustrial levels.

Today, climate models are used to learn about likely clinchi@nge and beyond.
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Figure 1.3: Global mean radiative forcing in 2000 relatiwel750 [adopted from

IPCC Working Group 1, 2001].

Because of the uncertainty associated with simplificationdimate models and
emission forecasts, the results of climate models areresféo as scenario projec-
tions rather than predictions. Emission scenarios, suceasloped by the IPCC
in IPCC M}, are forecasts of emissions making assumgtiegarding human
behaviour and activities such as population, economic tirawenergy efficiency.
Based on the considered emission scenarios, estimatediregthe future global
temperature can be made. Abatement strategies can be bgstegplementing
them into the climate model. Figure 1.4 shows a variety ofterature projections
considering several scenarios. The calculated temperahange due to anthro-

pogenic activities relative to the year 2000 is in the rangevben 1.5 and 4K.
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from IPCC, 2007].

1.1.4 Mitigation

Because earth is the principal enabler for human life as @aemat principle, it
becomes intuitively plausible to regard is as common prtydetoffe, 2004]. And
this property is shared over generations in equal measuestice teaches, and
it is anchored in the genes of the human species, to provigzaally habitable
environment for future generations. The principal driveevolution has always
been the desire to protect offspring. Global warming puésglobal population
at a risk, and it is our responsibility to react accordinglychanges in the global

climate and the threats that come with it.

New technologies, both technological and operationalpareg developed to re-
duce the environmental footprint of the international exrores. Incentives are put

into place where no natural desire for the implementatiodedner technologies

13



exist. This can usually be achieved through the introdactibpolicies, regula-
tions, taxation or emissions trading, taking place glghalationally or regionally,
but also within more constrained borders such as companiestdutions. In the
long term, a competitive advantage may exist for companigsaleaner technolo-
gies, especially if the education of the end consumer caupesadigm shift. The
complexity of the interactions of global warming with ecomo, political, social

and technological processes imposes uncertainty andskefrirreversibility on

the decision making processes.

Climate change mitigation has a mutual influence on broam®oseconomic trends
such as development, sustainability or equity, and pdiciay promote sustainable
development when they are consistent with broader soabjattives if they yield
benefits outside their initially pursued area. An unequsiritiution of resources
among communities and between generations, as well as shéhed comes with
mitigation, have to be taken into account during the ansalg$iclimate change

mitigation options.

1.2 Aviation and the global atmosphere

Aircraft pollutants are radiatively or chemically activestances which can reflect
or absorb solar or terrestrial radiation or alter the chahtomposition of the at-
mospher(J. Kérche’r[—wbg] provides a comprehensive regreaircraft emissions
and their impacts. Figure 1.5, adopted from this publicatEhows the regions
of the earth’s atmosphere that are impacted by aircraftsams. The principal
air-traffic pollutants in a global context are g¢Qvater vapour, NQ, soot, aerosols
and contrails. The emission of N@ combination with CO and unburned hydro

carbons leads to the tropospheric production of ozone, tatbspheric depletion

14
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Figure 1.5: Influence of aircraft emissions on the atmospHadopted from
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of ozone. Sulphur species, nitrogen species and waterilootgito the formation
of liquid particles, which can affect the tropospheric ciwmny. Particulates and
water vapour lead to the formation of contrails, which, heseaof their radiative

properties, contribute to global warming.

1.2.1 Carbon dioxide

Carbon dioxide emerges during the combustion of kerosemkeaissions rates
can be related linearly to fuel burn rates. The emissiorxiod&erosene for carbon
dioxide is about 3.16, implying that for each mass unit of fuegned, about 3.16

mass units of carbon dioxide are produced.

The present emissions of G@&rom air-traffic are about 8.4% of the overall GO

emissions in the transport sector, or roughly 2% of all asgbgenic CQ emis-

sions ‘[Roger et M 20%2]. Figure 1.6 shows world greenb@as emissions by
sector for the year 2002. The figure was composed from data fnre Interna-

tional Energy Agency (IEA). Relative to other industry sest air-traffic carbon
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Figure 1.6: World carbon dioxide emissions by sector wittadieom the IEA.

dioxide emissions appear to be relatively low. Howeves thie forecasted growth

rates in air-traffic of 3-5% and the associated emissionsghapressure on the

aerospace industrk/ [AirbLJs, 20&)3, Eyers eJ al., 2004]. Asraffic is gro
emissions in terms of share and magnitude are consideredrtmiseJ [Le

wing, its

L 200
The radiative forcing of C@from a particular industry sector is attributed to the
accumulated amount of GOn the atmosphere. In general, this is true for every
pollutant. However, carbon dioxide has an atmosphericessie time of more
than 100 years. Hence, the accumulated carbon dioxide iemsssf a particular
industry sector over the last 100 years are considered réifiative forcing is cal-
culated. Aviation became commercially viable during th&t [20 years, and the

radiative forcing from aviation C®as shown in figure 1.10 is that of the accumu-

lated CQ emissions during that time period.
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1.2.2 Water vapour

Water, in vapour phase a relatively strong greenhouse gadsd a combustion
product. The emission index of water is about 1.28. Watettethin the tropo-
sphere precipitates relatively shortly after emissionemehs stratospheric water
can have longer residence times and hence a more signifadiative forcing. It
has been calculated that air-traffic water vapour emissioosunt for about 5% of
199i8]. How-
ever, according tL) Schumann e{ Lal. [2001], the radiativeifigrfrom stratospheric

the observed increase in stratospheric water coAtent [Datial.,

water vapour is marginal.

Water also plays an important role in the formation of catgra

1.2.3 Soot and Aerosols

Atmospheric aerosol concentrations from air-traffic atatieely small compared
to the contribution from surface sources. Even at the pliegaiate of air-traffic

growth, the aerosol mass concentrations from aviation B02&e projected to

remain small [Penner et al., 1999]. Soot emissions tend towthe atmosphere,

whereas sulfates have an opposite effect. Compared to aitteeaft emissions,
the direct radiative forcing of soot and aerosols is re@yismall. Aerosols also
play an important role in the formation of cirrus clouds thatuld not form in the
absence of aviation, resulting in enhanced cloud formatrmhthe modification of

the radiative properties of natural cirrus clouds.
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1.2.4 NG

The formation of NQ, a generic term for the mono-nitrogen oxides NO and,NO
occurs at high temperatures within the engine. Mainly afghesc nitrogen oxi-
dises to NO, which is quickly converted to N®oth inside the engine and in the
aircraft plume. Another nitrogen source is fuel, where itws in traces. NQ
emissions impact the global atmosphere in two ways. Theglym® ozone in the
upper troposphere, which is an effective greenhouse gasnédmrmation due to
NO, emissions in the upper troposphere is more effective thineatarth’s surface.
Apart from increasing tropospheric ozone concentratiansraft NQ, emissions
decrease the concentration of another greenhouse gasameeti reduction in

methane implies a cooling of the atmosphere.

Tropospheric ozone concentrations are affected by dfretraainly in the north-
ern hemisphere, whereas the influence on methane conceméret less spatially
confined. On a global scale, the average radiative forcingda ozone production
and methane reduction offset each other partially, imglgmelatively low overall

radiative forcing due to aviation NO

1.2.5 Contralils

Contrails are thin line-shaped ice clouds that can emergeeimake of an aircraft
(see figure 1.7). They were first observed during high-alétflights in the 1920’s,
and air forces developed interest in contrails becausedghbgnced the visibility
of their planes. The formation of contrails underlies mafigas, such as chem-
ical reactions in the aircraft plume, aircraft wake dynasnice microphysics, the
state of the atmosphere within the flight corridors, atmesigidispersion rates and

engine technology. Depending on the atmospheric conditioontrails can either
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Figure 1.7: Photo of contrails of different ages.
evaporate shortly after formation, or persist for time pésiof up to some hours.

In average, the backscattering of terrestrial radiatioth@ycontrail’s ice crystals
is more effective than the reflection of solar radiationatirey a net positive ra-

diative forcing. First concerns regarding air-traffic ahdit effect on the climate

were made by Appleman [1966]. Back then, the announcedduaétmn of a large

fleet of supersonic transport aircraft, which has never eapg, initiated first stud-

ies. Later, the topic was picked up again by Changnon [19B@\wever, it was

concluded that an increase in cloudiness could not be ceregldas proof of a jet-

induced cirrus influence.

The potential effects of contrails on the climate were thgaim discussed by
‘Schumann and WendIng [1849&)]. Sausen eJ al. [5998] predéinse estimates re-

garding global contrail coverage, and the issue found itsini@ the IPCC special

report ‘[Penner et aJ., 19L39]. Since then, a large numberudiiet have been per-
formed to understand formation mechanisms of contrailsthant impact on the

global climate.

During the tragic events of the 11 September 2001, the aiespaer the USA
was shut down for commercial and personal air-traffic fomaetperiod of about

36 hours, resulting in the absence of contrails over the USthough contrails
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Figure 1.8: Departure of average diurnal temperature safrgen the normal val-
ues [adopted from Travis et al., 2002].

have a heating effect on the atmosphere on a global scajec#iuse locally lower

temperatures on the earth’s surface during daytime aneéhtgmperatures during
nighttime [Ponater et al., 2002]. The average diurnal teatpee range, which is
the difference between the daytime minimum and nighttim& mam occurring

temperature, is hence reduced in the presence of conffealgs et al. [2002] mea-
sured the average diurnal temperature range for the pe8idds 11-14 and 14-17
September 2001 and calculated its departure from the nomahads derived from

climatological data between 1971-2000 as shown in figureTh8 increase in the
departure of average diurnal temperature during the 1leptetber 2001 is larger
than it has ever been in the previous 30 years, and it is steghtsat the anomaly
occurred due to the absence of contrails during the shutd@imulations were
carried out by Minnis et al. [2003] to explain the temperatanomaly. Although
the results may explain the temperature anomaly, it wasesigd to improve the

calculation for more accurate results.

The IPCC reported a radiative forcing from linear persistemtrails of about 20.0
mW/n? for the year 1992, which was approximately 42% of the totahtion

induced radiative forcing. A more precise estimate of thtbatave forcing from
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Figure 1.9: Photo of contrail cirrus cloud.

persistent linear contrails is given‘in Sausen eJ al. [JZ@(ZIB} 10.0 mWi/n?, rep-
resenting approximately 20% of the total radiative forcfr@m air traffic. The

future development of contrail cover and the associateidtiad forcing has been

investigated by Marquart et aJI. [2003]. Results suggedtahaually and globally
averaged total contrail cover and the associated radi&ingeng approximately

guadruplicates during the next decades due to the increasetraffic.

1.2.6 Contrail cirrus

Persistent contrails form where the ambient humidity ismgh enough to facili-
tate natural ice-cloud formation. Depending on the atmespltondition, persis-
tent contrails can spread and form large area so calledaibaitirus clouds (see
figure[1.9). The radiative properties of contrail cirrus amailar to that of con-
trails, and the overall radiative forcing of contrail cisris believed to be several

times larger than that of contrails (see figure 1.10).
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1.2.7 Secondary cirrus

Secondary cirrus can occur where soot and aerosol contiensare elevated due
n, 194)7, Stordal et‘ al., 2&)04@‘53 et aI.J 2003Lb].

Additionally, an indirect impact from aircraft particuéstis possible when ice crys-

to air traffic bensen and TOL)

tal size and number densities of natural cirrus clouds adified [Kristensson et $I.,
2000]. The increase in both cloudiness and cirrus cloud fivadion are believed
to cause a positive radiative forcing. Significant cirrusiifioation by black carbon
particles, very likely also yielding a positive radiativa¢ing, cannot be excluded
[Hendricks et al., 2005].

1.2.8 Summary

An estimate of all air-traffic emissions in terms of radiatfercing was first pub-
lished in Penner et al. [1999]. An update on the report by &aesal. [2005] pro-

vides more accurate estimates. In figure 1.10, the radifdieengs from aviation
as they appear in both publications are shotthough a precise estimate of the
radiative forcing from contrails, contrail cirrus, secondary cirrus and cirrus
modification is not possible at the current level of understading, there is the
potential they cause a radiative forcing exceeding that of laother air-traffic

pollutants combined.

1.3 The role of aviation in a global context

Aviation is playing an important role in the modern societh¢mas and Raper,

2000]. Mobility and economic development is going hand indhaAviation is a
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Figure 1.10: Radiative forcing from aviation for 1992 and@(adopted from

Sausen et al., 2005].

wealth creator, playing an integral role in business andmernse and supporting
the operation and competitiveness of global, regional aaalleconomies by facil-
itating rapid transport of people and goods over large desta [ACI, 1998]. The
increase in services facilitates the development of salcietisiness and family net-
works, contributing to the mutual understanding of theedtéht cultureg [Nielsen,
2001]. Although it was believed that advances in informatiechnology could
level off the demand in transport, the continued growth mdlerospace sector in
the recent years proves the opposite. The social and ecormnefit from avia-
tion is significant, and will probably become more importarfuture. In particular
emerging economies will benefit from an integrated netwbinking them to the

major economic centres.

Since the advent of commercial air transport, the fuel efficy of aircraft has been
improved steadily, yielding lower carbon dioxide emissi@er revenue passenger
kilometer. In the past, however, the driving force for a betuel economy was

not the environment. More fuel efficient aircraft give a catifive advantage over
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less efficient aircraft as fuel drives direct operating cospacting profit margins
of airlines. Figure 1.11 shows the change of the averageggnetensity in MJ
per revenue passenger kilometer of the commercial US &iftzat since the first
commercial jets. Advances in airframe and engine techrypkgwell as improve-
ments in air-traffic management, resulted in a decreasedrage energy intensity
of about 60% between 1970 and 2000.
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Figure 1.11: Historical trends of energy intensity of thencoercial US aircraft

fleet in terms of MJ per revenue-passenger kilometres [adofstom Lee et al.,
2001}

Technological, physical and economical constraints, heweset limits to the na-
ture and scale of improvements, and technologies startrmgtu Further im-
provements are becoming more and more difficult to achieve,ase accompa-
nied by higher capital cost. In terms of specific primary ggestemand, a met-

ric considering most of the measurable losses that occuairsport in general,
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from Roger et al., 2002; (with data from the DTI)].

Niedzballa and Schm‘itt [2001] have calculated that aita@ame second just after

container ships, outperforming rail and road transport.trsffic has seen growth
rates exceeding that of global GDP despite the events on dtei@ber 2001. Fig-

ure/1.12 shows the increase in seat kilometres offered €966,land a forecast
for the next decade. Comparing figures 1.12/and[1.11, it bes@pparent that he
improvement of aircraft technology is exceeded by the m®edn passenger num-
bers, yielding in an overall increase in fuel consumptioth bence carbon dioxide

emissions.

As global warming and its consequences cause a paradigigiiernments and
interest groups are starting to demand action from stakien®lacross all sec-
tors. Particularly the aviation sector has been challehgeduse of the forecasted
increase in emissions, and the aerospace industry, cothpaljest some years

ago, is now changing from “farther, further, higher” to “tea, meaner, greener”
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McMasters and CumminBL, 2003]. Although the most impdrtamtributer to
global warming in the aviation sector is regarded to be, Ois might change
depending on the outcome of further studies on the enviratehémpact from

contrails and cirrus clouds.

1.4 Thesis objective

The current trend in passenger number growth rates andgsbeiated effect on the
global atmosphere is believed to be unsustainable. Targgasding the reduction

of the environmental impact from air traffic, such as outlimethe ACARE goals

[Advisor Council for Aeronautics Research in Europe, 20@2¢ increasingly es-

tablished by policy makers and interest groups on natiomai@ternational levels.
So far, the impact from contrails and cirrus clouds has nehlsldressed in agen-
das, despite the potential of having a radiative forcingesgvtimes higher than
that of all other air-traffic pollutants combined. Hencezah be expected that the
issue of contrail mitigation will be brought forward, andlirstry has an interest to
take measures that help to prevent a confrontation with ithlel@m without being

unprepared.

In this thesis, the mitigation of the environmental impacini contrails and cir-
rus clouds is investigated. The principal aim is the idesdtion and development
of strategies and technologies that have the potentialdces contrail and cirrus
cloud forcings in future. First assessments of the stragegie conducted through-
out the thesis that can assist in the development of an agendlather research
on this topic. Also, the long term impact of contrails andocar dioxide emissions
is compared, which helps to understand underlying isswsctime with contrail

avoidance.
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1.5 Thesis structure

The remainder is divided into 5 chapters: the literatureeyrcontrail avoidance
strategies, contrails vs. GQdiscussion and conclusion. The literature survey
reviews the physical key processes involved in contraiinfion and their envi-
ronmental impact. Based on the literature survey, conrdigation strategies and
technologies are derived and described in chapter 3. Qh&jteestigates the rel-
ative environmental long-term impact of contrails complaic@CG,. Conclusions
are given in chapter 5, along with recommendation on funtb@k. The appendix
contains information on data and tools used, mathematiqakssions, and pro-

vides a list of publications.
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Chapter 2

Literature survey

This chapter reviews the literature relevant for the dgwelent of contrail avoid-
ance strategies. Due to the multidisciplinary nature otdipéc, it was inevitable to
limit the content of this chapter to the fundamentals. Rafees for a more com-
prehensive description are suggested throughout. Forterlmterview, already
existing contrail avoidance strategies are not describeha literature survey but

included in chapter|3.

2.1 Contrails

Generally, jet engines are thermodynamic machines ugisiir as the working
medium, which provide thrust to enable sustained flight ofraft at high alti-
tude and speed. Jet engines ingest air, which is then cosgatasixed with fuel,
burned and expanded in the turbine and the nozzle. The tibitelivering shaft

power to the compressors, and some mechanical power iscedréo produce
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electricity in a generator.

The gases leaving the nozzle are a mixture of the incomingradr combustion
products. For kerosene, the principal combustion prodaigsvater and carbon
dioxide. For every mass unit of kerosene burned, approeindti25 mass units
of water are produced, in addition to the water already prteisehumid air. Be-
cause of the restrictions set by the laws of thermodynaroidy,a fraction of the
chemical energy contained in the fuel can be converted is¢duliwork. The un-
converted part of the energy is contained in the form of heatgy in the engine

exhaust. Hence, the jet efflux is hotter than the ambient air.

2.1.1 Thermodynamics

Depending on temperature and pressure, water can existaa #tates: liquid,
solid or gaseous. This dependency can be measured andemecs: form of a
phase diagram as shown in figlre 2.1. If water in gaseousistaapidly cooled
or expanded, a phase change to either solid or liquid ocdthre.phase transfor-
mation from gaseous to liquid involves the condensation atiewin the form of
droplets once saturation pressure, denoting the pressargieen temperature for

a particular phase change to happen under ideal conditoreached.

As droplets begin to form, the capillary attraction of thet@vanolecules cause an
increase in pressure inside the droplet. Capillary aitvads a result of the co-

hesion force, the molecular force between molecules of glesisubstance. The
increase in pressure changes the state of the water backdows and the forma-
tion of droplets is prevented. This results in water beingessaturated, which is
the state where water exists in gaseous phase althoughealjprg pressure and

temperature suggests liquid or solid phase. The amountparsaturation can be
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Figure 2.1: Phase diagram of water.

expressed in terms of relative humidRyater/Psaturation It can be measured with

respect to liquid saturation pressure, or with respectaaturation pressure.

In the presence of small particles, so called condensaticten condensation is
facilitated by the adsorption force between water and thedensation nuclei if
the adsorption force is larger than the cohesion force. énatimosphere, where
water is contained in the air, supersaturation is requicedifoplet formation to
occur. The amount of supersaturation required to faadit@ndensation typically

depends on the the size and material of condensation nitabain be calculated
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from
o

2R Ry s

Qdroplet = 1+ (2-1)

where@qroplet is the relative humidity required to form a droplet of radRiso is
the surface tension of the liquicind R, s is the water saturation pressure. The
typical droplet size for a rain drop is 20@Qn, for a cloud drop is 2@uim and for a

cloud condensation nucleus is 2.

If atmospheric air is only slightly supersaturated withpest to water or ice, con-
densation or ice formation is not facilitated. This is fiystlue to the increase in
pressure inside a droplet and hence the required level arsaqration will be

above the ambient supersaturation level. Secondly, drégimation would cause
a drop in the near-field supersaturation, resulting in aedsg of the ambient su-

persaturation level.

At the moment the moist and hot jet exhaust exits a jet engimaxes with ambient
air in the aircraft wake. As the mixing proceeds, the spebiiimidity and temper-
ature in the plume diminishes. Depending on ambient andwusthemperature and
water content, local humidity levels within the plume caeveke saturation levels
during the mixing process to an extent that condensatioratéms facilitated. For
contrail forecast, it is desired to find the conditions atehhsupersaturation in the

plume occurs that facilitates condensation of water.

First attempts of contrail forecast have been undertakaékplpyelman‘[l%%], which
have later been reviewed L)y Schuernn [{996]. The approdudsisd on a geo-

metrical analysis of the mixing of the engine exhaust witlbemnt air on a phase

diagram of water. The temperature and water partial pressuboth the jet ex-
haust and the atmosphere can be found on a phase diagraneaf B@tthe engine

exhaust, it is the stagnation temperature relative to thmspheric frame of ref-

15 = 0.073N/mfor pure water in air
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erence. In figure, 2.2, the state of the atmosphere is labeiiih B. The state of
the exhaust gas, much hotter and containing more water tinamspheric air, is

indicated as A and lies outside the area of interest in figlte 2

The mixing of the engine exhaust with ambient air can be disgal as a straight
line, assuming the mixing taking place adiabatically amdbasically, and temper-

ature and humidity mixing at equal rates. The line conngctive points A and

B, representing the exhaust and the ambient air on the pleagendh, is generally

referred to as the mixing line. It represents the internteditates that occur during
the mixing process. If the mixing line crosses the liquicusation pressure line,
the condensation of water, and hence droplet formatiomaditated. This case is
represented by the dashed line in figure 2.2. For exhauss glaaeare hotter or

contain less water, the mixing line will not cross the saiorapressure line, and
the formation of contrails is not facilitated. This caseapnesented by the dotted
line in figure 2.2.

It has been found that the slope of the mixing lapes can be calculated without the
knowledge of the plume stagnation temperature and watéenbrA dependency

on several other variables exist, which reads

Cp Elwater Pa
OaB =

~ Ohet (1—No) M (:2)

wherecp, is the specific heat capacity of ailyater iS the water emission index,
Pa is the ambient pressurepe; is the fuel net calorific valuerg is the overall
engine efficiency an¥ the molar mass ratio of water to air. See section A.1 in the

appendix for the derivation of equation 2.2.

For given ambient conditions, contrail formation is faated if the mixing line

slope exceeds the critical mixing line slope, known as th@l&man criterion.
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Figure 2.2: Geometrical analysis of contrail formation.

Originating at the state of the atmosphere, it is the slopa @ngent to the sat-
uration pressure curve originating in B, represented as $dlid line in figure 2.2.
The critical mixing line slope is dependent on ambient cbods and the quanti-
tative determination of the critical mixing line slope is éerative process. The
temperature at which the critical mixing line slope is in tat with the saturation

pressure line can be obtained from solving

Psat(Terit) — Pambient i
Tcrit - Tambient oT

Psat(Terit) = 0 (2.3)

wherepsa(T) is the saturation pressure at a temperatungyfpient is the ambient

pressure]git is the temperature at which the critical mixing line is in tamt with
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the saturation pressure line afghpientiS the ambient temperature. The saturation
pressure line as function of temperature can be found iratitee. A common

approach to determine the saturation pressure is the @@apeyron relation.

In this work, polynomials fits to the saturation pressuresating to Flatau et al.

[1992] in the formpsat = a+b T+c¢ T2+d T3+ ... are used throughout. Solving
equation 2.8 yield3i;, from which p¢rit can be calculated and finally the mixing

line slope
_ Psat(Terit) — Pambient (2.4)

OAB
Tcrit - Tambient

]

The geometric analysis for contrail forecast has been edrifly numerous flight
tests carried out in Europe and the le. Schumann‘ (Jzt al. [2a0@jucted in-flight

experiments where ambient conditions and engine efficiemcyg recorded to com-
pare theory against observation. Figure 2.3 summarizetsaibformation obser-
vations for a range of aircraft. It supports the assumptiat tontrails only form

if liquid supersaturation is reached in the plume.

Once water condensation has occurred in the plume, it icallgifollowed by

freezing as the temperature and humidity in the plume drdfpthe atmosphere
is not sufficiently supersaturated, the ice crystals ewapahortly after freezing,
and the contrail is very limited in its length. These kind efy short-lived con-
trails are called threshold contrails, which are considew to contribute to global

warming. The photo in figure 2.4 shows a typical example.

If the atmosphere is sufficiently ice-supersaturated, ¢becrystals will remain in
the air. The contrail then appears as elongated line shdped @llowing the
flight path of the aircraft. Figure 2.5 shows a photo of a [stesit contrail. The life
time of the contrail is dependent on the ambient conditipnisyarily the level of

ice-supersaturation.
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Figure 2.3: Contrail formation observations [adopted figancher et al., 1998].

2.1.2 Plume chemistry

Contrail particles are ice crystals which nucleated on eghparticles through the
liquid state. The properties of contrails and the formatbnirrus clouds depends
on the concentration and properties of particles that occiine exhaust. Although
particles are present in the atmosphere at typical cruigad®s, contrail particles
predominantly germinate on engine particle emissions. Vem®us particles that

can be found in the plume are of different chemical compasitind size. If not
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Figure 2.4: Photo of threshold contrail.

Figure 2.5: Photo of a persistent contrail.

already in the atmosphere and ingested by the engine, theygerduring during
the combustion process of the fuel. Their properties canifmadder atmospheric

conditions.

Apart from acting as freezing or condensation nuclei, emgmissions can also
alter the freezing capabilities of water or enhance the dpfditicity of particles.
The particles on which water condensation occurs duringctimgrail formation
process are referred to as contrail precursors. In germyatrail precursors can

be attributed to two groups: volatile precursors and ndatiles precursors. The
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various contrail precursors as they can be found in thealitiee are summarized in

the following.

Non-volatile precursors

Non-volatile precursors act as condensation nuclei foewt the plume. They

include soot and metallic particles.

Metallic particles occur through abrasions within the engine, but can also be co
tained in the fuel. They occur in lower quantities than oftreccursors and play an

insignificant role in the ice formation processes.

Soot also called black carbon, in the form of small particlesisaportant contrail

ice-particle precursor. Soot particles emerge during thrabuistion process and
are produced in high temperature, fuel-rich regions ingdecombustor. These
regions typically lie in the primary zone close to the fueatpr. The main factors

in the formation of soot particles are pressure, fuel typkfael atomisation.

Soot particles are of nearly spherical sljéc;mceeding dimensions of volatile par-
ticles. Soot characteristics are such size, nucleatingchechical properties, and
freezing ability. In the plume, the distribution and coniration at the engine exit
is also important. Several spherules may aggregate anddommplex chain struc-

tures. Pure soot is naturally hydrophobic and require mughem levels of su-

persaturation to become activated than hydrophilic rrmeh(ércher et all, 1996,

Wyslouzil et aI.J 199‘4]. The rough-textured surface of quaticles or chemically
active sites can alter its affinity to chemical reactions anwplify heterogeneous

nucleation processes. A mechanism of reduction of the sapeation required for

%therefore also referred to as spherules
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heterogeneous water nucleation has been detec%ed by RayEwa et al. [2001]. It
facilitates the condensation of water in the young plumeugh the specific mi-

croporous structure and surface heterogeneity of youngpsobcles.

The hydrophilicity of soot is also altered through its imsien into hydrophilic

substances or solutions [Petzold et al., 2005]. For almas parbon, only a frac-

tion of soot particles is acting as condensation nucleihénglume, the prevailing
activator of soot particles is sulphuric acid; $0,. Sulphuric acid emerges from
fuel bound sulfur, and is discussed in the section coverwigtie aerosols and
particles on page 38. The soot immersion capability dependts size. Soot hy-
dration properties may also change after treatment witlhdxyd radicals (OH) and

ozone.

The most important mechanisms for water condensation arpsoticles are sum-
marized in figure 2)6. Water condensation can be enhanceukipresence of
sulphuric acid, but can also occur without a coating. Sodiges that get fully or
partially coated by sulfuric acid solution typically grow $izes> 0.1 um through
water absorption. This is followed by freezing of the liqdidps, forming contrail

ice-particles.

Volatile precursors

\olatile aerosols can existin liquid or solid state. Thesgveas contrail ice particle
precursors in the form of condensation nuclei or enhancatihiey of water vapour

to condense on particles. The most important volatile psars are water vapour,
sulfur species, chemiions, nitrogen species and hydrooarbinformation on the

origin and effects of the different volatile precursorsiiepded in the following.
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Figure 2.6: Soot activation and heterogeneous freezingemfmbkbrived from
Karcher et al., 1998].

Hydrocarbons are usually the result of poor fuel atomisation or insuffitieurn-
ing rates in the combustor. They exist in the form of methame reon-methane
hydrocarbons, such as alkenes, aldehydes, alkines orrais@tes. Non-methane
hydrocarbons can form aerosols, which can act as condengaticlei, or alter
hygroscopic properties and growth rates of other partiplesent in the engine

exhaust.

Nitrogen speciesare present in the exhaust most commonly in the form of nitric
oxide (NO) and nitrous oxide (N£), both commonly referred to as NO NO,
is the result of the oxidation of NO in the presence of oxyg@&imere are four

processes that promote the formation of NO.

e Thermal NO occurs though oxidation of atmospheric nitragéngh-temperature
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regions within the combustor. Especially temperaturevy@d®50K facili-
tate NO formation. The main parameters in the formation efrttal NO are

flame temperature and fuel residence time inside the combust

e The oxidation of atmospheric nitrogen to NO can indirectigd to the for-

mation of NG, known as the nitrous oxide mechanism.

e Prompt NO occurs in lean premixed combustors operatingraptower set-

tings.

¢ Fuel bound nitrogen can oxide to so-called fuel NO. Sincegén levels in

aviation fuels are usually low, this contribution is thenef small.

NO, can combine with hydroxy radicals (OH), forming nitrousca¢(iHNO) or
nitric acid (HNG;). These acids can be taken up by water soluble exhaustlpartic

enhancing their hydrophilicity.

Water vapour is the highest concentrated contrail precursor in the jabeand
plays a role in almost all observed aerosol formation andeation processes. It
enables the occurrence of supersaturation in the plume antidipates in aerosol

processes.

Sulfur enhances absorption characteristics of soot particlessdahe chemical re-

activity of dry exhaust soot and provides volatile solid tcaih precursors acting

as condensation nuclei [Schumann et al., 2002]. Jet fudhowsulphur to in-
crease its lubricity, which is required to mitigate abrasiathin the engine. High
lubricity is especially required where highly loaded rulipisurfaces are in con-
tact with each other and operate with mixed film lubricati®articularly the fuel
pumps of an engine are components where this is the casee piume, sulphur

exists in the form of sulphuric acid, which is mainly resadtifrom the oxidation
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Figure 2.7: Model for the formation of sulfuric acid from fumund sulfur [derived
from Karcher et al., 1998].

of fuel bound sulphur. At the nozzle exit, most of the sulfastalready oxidised to
SO, and SQ, and further oxidation can occur within the jet regime of gheme

[Starik et al., 2002]. The oxides, together with water, téasulfuric acid, HSO,.

This can occur inside the engine, but predominantly takasepin the plume. The
conversion fraction of fuel bound sulfur to sulfuric acidoistween 1% and 20%,
which is increasing with decreasing fuel sulphur contenguke 2.7 summarizes

the processes involved in the formation of sulfuric acid.

Water activation of soot may result from the formation of8@, coatings. As the
exhaust gases leave the engine, liquid coatings form orpsotitles via binary het-
erogeneous nucIeatJ%)nf H,SO, and water, thereby enhancing their hydrophilic-
ity. Once activated, the particle hydration behavior issistent with hydration
of H,SQy. This hydration behavior reduces the supersaturationnesjtor water

condensation and enhances the ability to act as condemsatobei.

Once the critical HSO, concentration level for binary homogeneous nuclegtiﬂn
sulfuric acid and water is reached in the plume, the fornmatibultra fine volatile
particles consisting of sulfuric acid and water is facib These particles can
freeze and act as condensation nuclei. The formation otthaticles is depen-

dent on the early concentration level of sulfuric acid andewaAs the mixing of

3condensation on a surface of two distinct types of molecules
“formation of droplets by condensation of two distinct typémolecules

41



the plume progresses, concentration levels fall belowdevwat facilitate conden-

sation.

Contrail particle number density increases downstrearhemptume because ho-

mogeneous nucleation requires longer timescales thamogetgeous nucleation

[Gierens, 2003]. An increase in abundance of ultra fine gagihas been observed

for an increasing fuel sulfur content. A lower sulfur corttirads to predominantly

heterogeneous nucleation (activation) and prevents timeafion of volatile parti-

cles. High fuel sulfur content leads to more volatile pdesdPetzold et al., 1997]

whereas the number of volatile particles in the exhaust plumreases overpro-

portionally with increasing fuel sulfur content [Schumaetral., 1996]. In the case

of low sulfur fuel, non-HSO, volatile particles still constitute contrail precursors.
It has been observed that a high fuel sulfur content fatetaontrail formation at
slightly higher ambient temperatures (+O.4k) [Schumamd.elﬂg%].

Chemiions are in the exhaust due to high temperature chemical reactidhe
presence of charged particles enhances coagulation pescdse to electrostatic
forces, promoting formation and growth of charged droptsistaining sulfuric
acid and water. Additionally, chemiions contribute to theniation of soot. lon
mode particles decrease in size §$0, emissions decrease. \Volatile droplets in

the ion mode can be activated more easily than neutral manéeads.

Ambient aerosolsalso provide contrail precursors. Their particle numberen-
tration is far lower than that of engine produced aerosolewéVer, simulations
suggest that even without the presence of engine producegchdgrecursors, the
formation of contrails would still be facilitated throughet presence of ambient
aerosols [Karcher et aJI., 1998].
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Particle growth

Activated soot and volatile particles grow through condeios and particle colli-

sion and attachment, know as coagulation [Schroder &@(D&)]. Particle growth
rates are larger in cooler and more humid ambient air. Assfiomlatile droplets
differ in size and nucleation abilities, they become ppaticondensation nuclei,

which is the case for very low ambient temperatures. If cosd&on nuclei are

chemically identical, the larger particles tend to freezst I%Kércher and Kon,
200}}

Contrail ice-particles can increase in size through séveehanisms. They can
grow through deposition of ambient water vapour, known asérgeron process.
Supercooled droplets can freeze through contact freeznapwhey come into con-
tact with an ice nucleus. Once ice particles are formed, reopéed droplets can
freeze onto ice particles. Two or more ice particles stigkingether to form a

larger patrticle is called aggregation.

Once ice crystals have consumed available water, supeatiatulevels in the
plume decline and further nucleation ceases. Large icdatsymay precipitate
rapidly and cause a vertical spreading of the contrail. Teecrystal number con-

centration decreases as the plume dilutes.

Particle size

Contrail ice particles evaporate quickly if thermodynamonditions are not suf-
ficient for persistent contrail formation. Particle sizelgrarticle number density
is not homogeneous over the plume cross section area. igasatan be found

especially near the plume edges, where the mixing of theusthvath ambient air
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Figure 2.8: Size distribution of particles in the aircrakhaust [adopted from
Karcher et al., 1998].

is progressing at a higher pace.

Figure 2.8 shows the size distribution of the particles odeg in plume as it oc-

curs relatively close behind an aircrgft [Karcher eJ 8948]. The volatile particles
predominate and have small dimensions, whereas non{egdagicursors (soot) are
larger but occur less often. Background aerosols, indicayethe dashed line, are

relatively large and have a lower number density than engihaust particles.

Summary

Chemical processes in the plume play an important part irficimeation of con-
trails and determine their radiative properties. Waterrging during the combus-

tion process inside the engine and ambient water condengearticles, followed
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Figure 2.9: Schematic of aerosol dynamics in the aircrafitaest [adopted from
Karcher, 2000].

by freezing. Soot particles, mainly activated by sulphaced, are the most im-

portant condensation nuclei. Sulphuric acid can form paldies that may also
act as condensation nuclei. The amount of fuel sulphur ohetexs the amount of
sulphur particulates in the plume, and an increasing fuphsu content causes the
formation of contrails with more but smaller particles. orery low fuel sulphur

content, contrail formation would still be facilitated laerse soot particles have
altered hydration properties in the very young plume. RGO summarizes the

principal mechanisms for the formation of contrail andusrcloud precursors.

For perfectly clean combustion without the emergence digles, contrail forma-
tion could still occur through the condensation of water orbeent particles and

aerosols [Karcher et al., 1998]. The activation and fregnif water on background
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particles would lead to contrails consisting of less bujéamparticles, and contrail

formation would require slightly lower ambient temperatur

2.1.3 Radiative forcing of contrails

Aerosols and contrails have direct and indirect effectshendimate. The direct
effects include scattering and absorbing radiation, tdeeet effects include mod-

ifying the formation of cloud particles and changing thepgaudies of clouds.

In general, contrails are ice clouds with radiative prapsrsimilar to thin cirrus
clouds. The radiative forcing of contrails can be brokenawo shortwave radia-
tive forcing RFsy and long wave radiative forcingFy. The short wave radiative
forcing denotes the solar energy flux prevented from ergee#rth’s upper tro-
posphere. Long wave radiative forcing is the energy flux ofesdrial radiation
prevented from leaving the earth. The net radiative forésthe sum of both,

longwave and shortwave radiative forcing.

RRota = RRw + RFsw (2.5)

In Meerkotter et al. [1999], a one dimensional radiatiamgfer model was used to

guantify the sensitivity of contrail parameters regardisgadiative forcing.

The short wave radiative forcing of ice clouds is determibgdhe solar zenith
angle, the earth’s surface albedo and its optical depthadtehhigher magnitude
over dark surfaces than over deep blue oceans. Soot immiersedattached to
contrail ice particles may increase the absorption of saldiation, thus reducing

the albedo of contrails.
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The longwave radiative forcing of ice clouds depends on thisgvity of its par-
ticles. It increases with the ice path, which is the proddictomtrail depth and ice
water content. The longwave radiative forcing of ice cloisgdsiaximum for clear
sky conditions, a warm earth’s surface and low humidity ef &ir below the con-
trail. Strong longwave radiative forcing can be found ovepic regions or oceans.
Contrails with smaller particles tend to cause a strongsitige net radiative forc-
ing, because small ice crystals enhance the cloud’s allzegltesser extent than its

emissivity. However, for contrails with very small pargs| the effect is reversed.

Meerkotter et al. [1999] concluded that contrails causeatihg at the top of atmo-

sphere for the majority of scenarios. An overall negatiBatve forcing is pos-
sible for contrails over very cold surfaces with low grouroealo, or over a very
humid but cloud free troposphere. The positive net forciiigeclouds grows with
increasing optical depth, but becomes negative with vegelaptical depth, larger
than that of typical contrails. Contrails have the largestiative forcing during

night, when the short wave radiative forcing is not existam only the long wave

forcing remains‘ [Stuber et JI., 2006]. Over mid-latitudées, radiative forcing of a
contrail is larger during the summer than during the wintrduse of variations in

the diurnal solar flux and the solar zenith angle.

The main parameter determining the global radiative fayah contrails is the
contrail cover, determining the amount of area covered Ioyrads. It is estimated
that the global cover by line-shaped contrails is 0.1% [&cdwon, 2002].

2.1.4 Wake dynamics

During cruise conditions, the aircraft wake is composedastives, and the two

counter-rotating wing tip vortices are predominant. Theseract with the engine
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exhaust jets, having an effect on the formation, disperamhpersistence of con-

trails.

The evolution of the interaction of the engine exhaust whté &ircraft wake is

LJacquin and Garn‘ier,

categorized into three sequential regimes [Brunet et 999

1996]: a) the jet regime, dealing with the near field of theieaget, is equivalent

to that of usual co-flowing jets (for two engine aircraft itvgo jets); b) the deflec-
tion regime corresponds to the entrainment and captureegithby the wing tip
vortices; c) the shearing regime, during which the plumeffescied by shearing
and convection as a result of the rotational velocity congmbmnside the vortex

cores.

Paoli and GarnieA [203)5&, Paoli et ah. [2004] combined a twage flow and mi-
crophysics model to simulate the near field interaction ofading vortex with

an exhaust jet during the deflection regime. Results sudhastooling and va-
por condensation are enhanced by the entrainment of theistehiay the wing tip

vortices.

Computational large eddy simulations were carried out imerous studies to in-
vestigate the jet interactions during the shearing regiriregeneral, a pair of
counter rotating vortices creates a flow field that resultdhhexmovement of the
vortex pair. For wing tip vortices, the circulation field inces a downwards mo-
tion, resulting in quasi-adiabatic compression of theiged as they descend to
lower altitudes where higher pressures prevail. Aircrafttices interacting with

any ambient shear can also touch, reconnect and form desgerattex rings, a

phenomenon known as Crow instability [Crow, 1969]. The coespion causes an

increase in temperature of the vortices, resulting in booydorces that diminish

the descent velocity of the vortex pair [Lewellen and Lee/[2001, Proctor et al.,
‘199%].‘ Gierens and Jen&n [1598] concluded that heatingpcggabatic compres-
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sion of a falling vortex system can lead to significant icestaynumber depletion
depending on the ambient ice-supersaturation, ice cnygtaber density and wake

characteristics.

Huebsch and Lewellen [2006] calculated that in the presehasmospheric turbu-

lence, a marginally more effective mixing of ambient airtwibhe aircraft exhaust
takes place, whereas high turbulence levels in the atmosmla@ise an increase
in contrail ice crystal number and overall ice mass. Highabi@nt temperature
lapse rates, or stratification, prevent the descent of atsitrand hence dimin-

ish adiabatic heating, which results in more ice particE®aining in the con-

trail compared to the case where no stratification preveilgepsch and Lewellen,
2006, Lewellen and LeweIIeLL 2001]. Work by Huebsch and Lendg2006] and

ChIonJl ‘[1998] suggests that ice particle evaporation iy omhrginally affected
by ambient wind shear. Lower levels of initial ice particlenmber density have
the effect of the formation of larger particles, whereasbigevels of ice particle
2006]. If more

number density yield smaller ice particlgs [Huebsch anddlteml,
but smaller ice particles exist in the plume, it is more hkiglat they will evaporate

during the adiabatic heating associated with vortex deéscen

The strength of the wing tip vortices determines the evoitubf the contrail. An

analysis of wake vortex decay mechanisms is given in HMM 2003],

where it was concluded that a decrease of the normalizedngpattwo vortices
may accelerate their decay, whereas increasing the vatixat constant spacing

reduces their lifetime.

An effective entrainment of the engine exhaust jets entstieevertical extension
of a contrail, potentially increasing the probability foc@ntrail to cirrus transition.
Unfortunately, contrail dispersion and ice particle evapion are in conflict with

each othelL. Huebsch and Lewelllen [2006] found that engileeeg placed further
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outboard lead to a lower ice crystal survival rate, but asdrae time the horizontal
extension of the contrail is enhanced. The opposite is touglacing engines

further inboard.

2.1.5 Ice-supersaturated regions

Contrails can only persist under ice-supersaturated tiondi Since the Appleman

criterion for contrail formation requires liquid phaseriden et al., 1998b], ambient

ice supersaturation does not necessarily imply the foonati a persistent contrail.

Ice-supersaturated air masses are formed when ice-staatmasses are lifted
by atmospheric motion in the upper region of the troposphkee supersaturated
regions are often cloud free, a phenomenon that occurs wineesmbient humidity

is insufficient for cirrus cloud formation or freezing abiis and number densities

of ambient aerosols are too small for ice nucleation to o&ﬂgymsfield etal.,

1998].

The occurrence of ice-supersaturated regions is altitegermtdent [Gierens et al.,
@] and varies seasonal{y [Stuber etB%ZOJJG]. Gieréag {5199$] evaluated
data from on board in situ humidity measurement deviceslilest on commercial
airliners regarding ice-supersaturation along commoitfligutes. According to
the results, the occurrence of ice-supersaturated reggalstude dependent and
the stratosphere contains less supersaturated regionghthaoposphere. On aver-
age, it was calculated that commercial airliners flying i ttoposphere encounter
ice supersaturation during 13.5% of their journey, whefeastratospheric flights
the portion was only 2%. A mean ice supersaturation of 115% caéculated for

the troposphere and 123% for the stratosphere.
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Figure 2.10: Relative ice supersaturation frequency [mﬂ)tnorﬁ Mannstein et al.,
*].

The vertical extent of ice-supersaturated regions isivelgt small compared to

their horizontal extent. Radiosonde data was used in Mammst al. [2005] to

calculate the relative ice-supersaturation frequencgdeimg on a relative change
in flight altitude. It was concluded that if aircraft encoemihg ice-supersaturation
changed cruise altitude by less than 1000 metres towardtrest ice-subsaturated
altitude, 99% of ice supersaturation could be avoided. fei@u10 shows the ice-

supersaturation frequency depending on a change in critiisele.

2.2 Contralil cirrus clouds

Contrails formed in a low ice-supersaturated atmospherddymersist but remain

limited in size and lifetime [Schroder et al., 2000]. Carils formed in regions
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with high prevailing ice-supersaturation may spread aadsform into large area
51 ;

cirrus clouds, so called contrail cirrle [Jensen Q aI.BlHﬁ/Iinnis et ax , 1998].

A line shaped contrail in an environment where the wind speeieés over altitude
will spread as ice particles in the upper part of the contxesl carried away at a
different speed than the ice particles of the bottom paeficontrail. The altitude
dependent variation in wind speed, commonly referred to iasl whear, is the
dominating effect in the horizontal spreading of contrail$e vertical extent of
contrails also plays a role in the transition from line slthpentrails to contrall

cirrus. For increasing vertical extent of the contrail, tiéerence in wind speed
between the top and bottom part of the contrail becomesramggulting in faster

transition rates.

The vertical spreading of the contrail results from the jmig&tion of larger ice par-
ticle to lower altitudes, updrafts caused by radiative ingahside the contrail, and
aircraft wake dynamics. Ice-supersaturated regions arepty linked to synoptic

conditions that support vertical motions of air, also hgvam effect of the vertical

extent of the contrail.

Large eddy simulations have been carried OLJ'[ by Jensendegﬁlag] to simulate

the evolution of a contrail. Results suggest that ambiepésaturation leads to
increased contrail ice particle growth rates near the edistedges. Supported by
vertical air motions, larger ice particles fall most rapidésulting in a size sorting
with height. Contrail spreading is less severe for low ambgeipersaturation be-

cause it reduces ice particle growth rates and thus pratigoit The simulation of

the vortex phase and dispersion phase of a contrail from & Birdraft is described

in/Gierens and Jensen [1998]. The study involves complexadirwake dynamics

microphysics modeling to account for ice nucleation. Timewdations suggest that

the initial wing vortex pattern breaks up into two strucsirewhich one structure is
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evaporating due to adiabatic heating during descent. T¢mnsestructure extends
downwards, and the surviving ice particles grow, formingesjstent contrail. The
cold layer above the cloud causes buoyancy causing an astcére cloud in a

warmer and stably stratified region. Thereafter, the clqurdads out horizontally

and breaks into several fragments, mixing into the dry airfamally evaporates.

The cloud coverage by cirrus clouds resulting from cordriks a considerable
time lag behind the air traffic. In regions where air traffipredominantly taking

place during day time, contrail cirrus occurrences ardesthifo night hours where

only the long wave radiative forcing remains [Mannstein &tiumann, 2005].

It is suggested that the radiative forcing caused by awnatiduced cirrus clouds

has the potential to be several times stronger than that@slhaped contrails.

2.3 Secondary cirrus clouds

Karcher and Lohmann [2003] concluded that aviation caseain increase of soot
particle number concentration by more than 30% in regiogklfiifrequented by
aircraft. Soot and also aerosol emissions from aircrafelthe potential to cause
the formation of cirrus clouds where no cirrus clouds wouwdhf naturally. An
evaporated contrail ice particle can leave traces of icechéid to the condensa-
tion nucleus unless exposed to a dry environment for a lang.tiThese particles
are more likely to re-nucleate under supersaturated dgondjtan effect known as
preactivation [Karcher and Lohmzian, 20%3, Pruppacherdett, 2000]. Preacti-

vation enhances the freezing ability of aircraft soot jgéet that acted as threshold

contrail condensation nuclei.

Satellite and surface observations show a statisticaljgiitant dependency be-

53



tween cirrus cover and air-traffic densi}ty [Minnis et L’al.QZMStordal et zill 2004,

‘Zerefos et al., 2003a]. Cirrus clouds nucleating on aitgoafticle and aerosol
emissions occur independently from contrails and contiails and would not
form in the absence of air traffic. They are commonly refeti@és secondary
cirrus clouds and contribute to the overall cloud coverdyg a positive radiative

forcing.

2.4 Natural cirrus modification

Aircraft emissions may also cause an indirect climate fagddy changing particle

size and ice particle number density of natural cirrus cdoutlhas been observed
that the effective ice crystal diameter decreases and ¢herystal number density
2000].

These modification impact the micro-physical propertiesiols clouds, the ice

is enhanced in cirrus clouds perturbed by aircraft sootdt€nsson et al.,

particle size, geometry and cloud life-time. According tedrkotter et al. [1999],

perturbed natural cirrus clouds can have a stronger raditrcing. Natural cirrus
modification by aircraft emissions depend on the nucleadtwihty of the exhaust
particles. The effect is less severe in regions where thiadtion of natural cirrus

clouds occurs on more efficient ice nuclei than that of theraft exhaust particles.

2.5 Aerodynamic contrails

Pressure disturbances around the lifting surfaces andlamnte in the aircraft wake
can initiate condensation of water on particles. In the chsenbient ice supersat-

uration, this will cause a persistent linear contrail withigar radiative properties
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to that of engine induced contrails.

Gierens and Str'c)r% [1958] calculated that adiabatic cgam it occurs within the
complex flow field of an aircraft wake can triggering homogmrsefreezing nu-
cleation. The results suggested that the formation of gedic contrails occurs
more likely for aircraft with increased wing span. Espdgi@leavy, slow, wide-

body aircraft would favour the formation of aerodynamigatiduced contrails.
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Chapter 3

Contrall avoidance strategies

In this section, contrail avoidance strategies are presein the majority of cases,
the strategies were derived from the literature survey aseldped during the
work programme in several studies, whereas some strategids be found in the
public domain in the form of journal publications or patemiswhich case sources

are referred to appropriately.

In order to develop strategies that have the potential t@at# the radiative forc-
ing of contrails, an integrated framework for the identifica of strategies was
deduced from the literature survey. It is subdivided intorflevels of coherency:
radiative forcing— contrail occurrences and radiative propertiephysical prin-

ciples— technological and operational enablers. The radiativarigrof contrails

on a global scale can be directly linked to both contrail eemces and their radia-
tive properties, whereas the principles determining @lccurrences or radiative

properties can be attributed to one of the following ideadiftategories:

Particles & aerosols: particles and aerosols provide condensation nuclei for con
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trails and secondary cirrus clouds, and activate hydrojghudrticles. They

affect the formation and the radiative properties of calsra

Wake dynamics: near field and far field interaction of the engine exhaust with
the aircraft wake facilitates the mixing of the exhaust vathbient air. The
evolution and interaction of the wake with the atmospheredraeffect on
the development of the contrail and its transition into athcirrus. Wake

dynamics influence the formation of aerodynamic contrails.

Contrail potential: the condensation of water occurs only in the case of liquid
supersaturation occurring within the plume, facilitatadotigh the mixing
of the exhaust gases with ambient air or triggered by hugidiessure and

temperature variations in the aircraft wake.

Air-traffic distribution:  the radiative forcing of contrails, contrail occurrences,
and contrail persistence depend on the temporal and spl&tabution of

aircraft routes.

Operational and technological enablers are engineeroig that enable the reduc-
tion of the environmental impact from contrails. They fuantaccording to at least
one of the afore-mentioned principles and can be attribtdeat least one of the

following groups:

Engine architecture: includes all possible modifications to the propulsion de-

vice, or novel and revolutionary concepts.

Flight path: modifications to the spatial and temporal characterisfitBeoflight
path trajectory of a single aircraft, the air traffic for aigagor the air traffic

on a global scale.
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Fuel and combustion: addresses emission control, the type of energy source used
to power the propulsion device, and the conversion methatiooéd energy

into any other form of energy required to obtain a propuléoree.

Airframe and engine integration: all modifications to current technology or novel

concepts regarding the airframe and the engine integratathod.

Supplementary devices: devices which prevent by any means the formation of

contrails, contrail cirrus or aviation induced cirrus alsu

A graphical representation of the framework for the idecaifion of contrail avoid-
ance strategies is given in figure 3.1. A change in the ragidtircing from con-
trails (green) can be achieved via the technological emsalfitdue), which accord-
ing to the different physical principles (yellow) have anpiact on the radiative
properties or occurrences of contrails (red). Connectiwhsre an interdepen-

dency can be assumed but has not been proven yet are indigatedashed line.

3.1 Adjustment of air traffic

The underlying idea is to adjust air traffic to avoid regiorisai support the forma-
tion of persistent contrails or which because of their gapbical location cause a
positive radiative forcing of contrails. In a preliminarydy, the geographical dis-
tribution of regions facilitating contrail formation wasvestigated. Therefore, the
probability for contrail formation was calculated on a gdbbcale using MetOffice
weather data. The data, containing records for the year,2@bprises informa-
tion regarding temperature and humidity in a 6 hour inteorak global grid. A

description of the data can be found in the appendix on page E6r each grid
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Figure 3.1: Integrated framework of interdependenciehéndontrail formation
process to identify contrail avoidance strategies.

cell and time interval, it was computed whether the formabba persistent con-
trail was facilitated by testing for ice supersaturationl avhether the Appleman
criterion, as described in section 2.1.1, is satisfied. BveMere the formation of
persistent contrails was facilitated were counted andldivby the number of time
intervals, yielding the probability for contrail formatidor each grid cell. Results
presented hereafter are based on calculations where aaftaireerall efficiency of

0.4 was assumed.

Figure 3.2 shows the probability for contrail formation #fetent pressure levels.
It can be seen that at low altitudes, contrail formation igeriikely to occur to-
wards the poles, whereas at higher altitudes, the probataificontrail formation is

increasing towards the equator. According to the resutstrail formation is most

59


me080819
Rectangle


180" W 150" w120"w 90" w 60°ww 30"wy 0" 30°E 60"E 90" = 120°E 1507 180"
. T —————

180" w150 W120"w oo™ w 60w 30w 00 20°E 60'E S0'E 120°E150°E 180°E 0.40
I .

47.%4’%
%}i’f

0.35

0.30

0.25

0.20

0.10

0.05

0.00

Figure 3.2: Probability for contrail formation for diffanealtitudes (annual aver-
age): 400hPa (7185m) top left, 300hPa (9164m) bottom IBthPa (10363m) top
right, 200hPa (11775m) bottom right.

likely to occur at high altitudes over the equator, with alyaoility as high as 40%

in some regions. In the mid latitudes, over the Eurasian amdhNAmerican con-
tinent (3®N-60°N), and for altitudes between 7185m-13509m (400hPa-150hPa
the mean mean probability for contrail formation was cadted to be 2%. It has
to be noted that this probability represents the volumgtrabability for contrail
formation, i.e that for a given location and altitude the formation of a caihis

facilitated.
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Figure 3.3: Areal probability for contrail formation for awverall engine efficiency
of 0.4.

engine efficiency 0.3 0.4 0.5
probability 11.8% 12.9% 14.5%

Table 3.1: Global average area probability for contrailrfation.

The area potentially being covered by contrails, also reteto as the potential
contrail cover, is regardless of the altitude at which thetl occurs, and the
global average area probability that contrail formatiofawlitated was calculated
in a separate set of computations. As it varies dependin®massumed overall
engine efficiency, it was carried out for different valueswérall engine efficiency.
Results are given in table 3.1, and the potential contraiecevas calculated to
be 11.8-14.5%, depending on the overall engine efficienayure 3.3 shows the
potential contrail cover assuming the overall engine efficy to be 0.40. For the
northern hemisphere over regions with high air traffic dign#ie potential contrail

cover was calculated to be in the range of 17%.

Considering that the occurrence of regions facilitating fibrmation of contrails
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varies geographically, temporarily and with altitude, spatial or temporal adjust-
ment of air traffic could lead to the reduction of contrail ogences. Furthermore,
as described in section 2.1.3, the radiative forcing of i@ilstis dependent on the
ground albedo and daytime. Hence, the spatial or tempopastadent of air-traffic

could not only yield a reduction of contrail occurrenceg,ddgo a reduction in the
radiative forcing of contrails independently from theilcacences. In the light of

this fact, the adjustment of air traffic in its various waysswavestigated.

3.1.1 Temporal adjustment of air traffic

Temporal adjustment of air traffic to reduce the environrakimpact from con-
trails can be applied to either avoid aircraft flying througbions in the atmosphere
that facilitate the formation of persistent contrails octuse contrail occurrences

when their radiative forcing is minimum.

The radiative forcing of contrails varies over the day beeaaf diurnal varia-
tions in solar radiation at a particular location on the gloiuring night times,
in the absence of solar radiation, only outgoing long wakatéon is affected
by contrails. Since the overall radiative forcing of coilras the sum of both

longwave and shortwave radiation, and the solar forcinggative, the overall ra-

diative forcing is increased during nig}wt. Stuber elt al0@pconcluded that night-

time flights during winter are responsible for most of the tcaihradiative forc-

ing and according tL) Myhre and StordLaI [2501], an increasaritraffic density
around sunrise and sunset would reduce the radiative tpafircontrails. How-
ever, this might be in conflict with the fact that secondanmyus from contrails

formed during evening hours persist during night when treyse a stronger radia-

tive forcing [Mannstein and Schumann, 2005], an effectwes not considered by

Myhre and Stordal [2001]. Although the approach exhibitdremmental benefits
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in terms of contrail radiative forcing, it implies the limtion of air traffic to morn-
ing and evening hours, which from an economical point of viewegarded to be
impractical. Air traffic is currently taking place duringetentire day, and limit-
ing air traffic to certain periods would not be in the interekairline customers
and very likely yield airport and air corridor congestiorridg the times when air

traffic is taking place. Hence, this approach was not purfurter.

3.1.2 Spatial adjustment of air traffic

Similar to the temporal adjustment of air traffic, spatigluatinent of air traffic or
individual flights could be applied to either avoid aircréing through regions in
the atmosphere where the formation of contrails is fatddaor to cause contrail

occurrences where their radiative forcing is minimal.

As the surface albedo determines the radiative forcing ofreds, contrails over re-

ions with low ground albedo would reduce their radiativeiiog [Meerkotter et al.,

1999]. Hence, avoiding flights over regions with high groatizedo would reduce
the radiative forcing of contrails. As regions with an albedquired to reduce the
environmental impact of contrails cannot be found neariglbats, the approach is
impractical as it can only be applied to limited amount oftitigoutes. It has also
to be taken into account that contrails, once formed, caeltaver large distances,
depending on the high wind speed at high altitudes. Henteowgh a contrail
might have formed over a region with low albedo, it could berid over a region
with high albedo after some time has passed. Furthermocedar to divert flights
over regions with low albedo, the flight path would be arté#ilyi prolonged, lead-
ing to fuel burn penalties and and increase in journey tinmethé light of these
disadvantages, the approach was seen as impractical andtiasen investigated

in more detail.

63



Apart from adjusting air traffic to reduce the radiative fogfrom contrails, con-
trail occurrences could be reduced by preventing aircrafnfflying through re-
gions in the atmosphere that facilitate the formation o§j{gent contrails. Regions
susceptible to the formation of contrail cirrus have digtiishable characteristics

and could be avoided independently.

An aircraft approaching a region that facilitates conti@imation could avoid it by
either changing altitude or diverting from the flight pathiaontally. The horizon-
tal deviation from the flight path would imply an increase iglit length, leading
to higher block fuel consumption, and as the aircraft penéomce is dependent on
flight altitude, a change in cruise altitude would also imgryincrease in fuel burn.
The most fuel efficient altitude of a conventional comméraiecraft increases as
the journey progresses. Calculations were performed tulzde the effect of a
change in cruise altitude on fuel consumption and contaaihftion. Therefore,
TURBOMATCH and the ESDU aircraft performance were embeddea MAT-
LAB script. A description of the codes can be found in the aylreon page 156.
The aircraft type considered in the study is a modern long-medium-size com-
mercial transport aircraft, as described in the appendipamge 1577. The baseline is
used in all calculations throughout this thesis. FiguresBdws the relative change
in specific block fuel consumption in fuel per passengewtkittre, also known as
inverse specific air rnage (ISAR), depending on altitude @adse speed for dif-
ferent aircraft weight and ISA temperature deviation sdesa Displayed true air
speeds correspond to a Mach number range of 0.75 to 0.85 SH#e ik minimum
for a certain altitude-speed combination. For higher/losgeeds and altitudes, the
aircraft operates outside the most fuel efficient cond#jand the most fuel effi-
cient cruise altitude is increasing as the fuel weight desee (from left to right in
figure 3.4).

The horizontal lines in figure 3.4 denote altitudes for psesit contrail formation
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according to the Appleman criterion. At low altitudes belihe dash-dotted line,
contrail formation is not facilitated. For altitudes beemethe upper dashed and
lower dash-dotted lines, contrail formation depends oratnbient humidity, de-
noted by the dashed lines in between: 140% (bottom), 120%dlel) and 100%
(top). Contrail formation is always facilitated for altites above the top dashed

line.

Changing to lower speeds has an impact on the overall enffioeecy. Figure
3.5 shows the absolute change in engine efficiency. Althabglassociated loss
in overall engine efficiency could be seen as a method to am@dormation of
contrails, the decrease in engine efficiency is marginahadt 3% for the range

shown in figure 3.5, with almost no effect on contrail forroati

Hence, changing cruise altitude would be more effectiveataiding contrail for-
mation. However, the specific block fuel consumption of tbesidered aircraft
type is minimum for altitudes where contrail formation igifaated. This is es-
pecially the case for a negative ISA temperature deviatimhlew aircraft weight.
In order to avoid contrail formation thermodynamically, aincraft would have
to change to lower cruise altitudes where the ambient temtper and the spe-
cific block fuel consumption is higher. In the case of zero ®fperature de-
viation and 66% fuel in the tanks, an aircraft operating atnitost fuel efficient
altitude/cruise speed combination (250m/s at 10750m) evbal/e to descend by
1500 metres to avoid contrail formation. This would be acpamed with an in-
crease in specific block fuel consumption of about 5%. Howelwemation of
persistent contrails is only facilitated if the ambient asphere is ice supersatu-
rated, and ice-supersaturated regions can have a verttealt¢éhat would be lower
than the required altitude change to avoid contrail fororathermodynamically,

resulting in a less severe increase in block fuel consumptio
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Figure 3.4: Relative change in inverse specific air rangativel to most fuel eco-
nomic value [%].

Three distinct approaches were identified that can be usaditgate the formation

of contrails by spatially adjusting air traffic: (a) changeise altitude on a global

scale‘[Fichter et A ., 2005]; (b) restrict cruise altitudased upon atmospheric con-

ditions for certain regions over a certain time period [V&liths and Nolanéi, 2005];

(c) change aircraft cruise altitude during flight dependimgambient conditions

ﬂMannstein et JIJ 20(})5]. These approaches are discusskd following.

(a) change cruise altitude on a global scale

Ambient temperature, pressure and humidity depend omuddtiand differ geo-

graphically. If air traffic was shifted upwards or downwaré$ative to current
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Figure 3.5: Absolute change in overall engine efficiency.

typical cruise altitudes, a change in contrail occurrenaad hence radiative forc-

ing, should be observable. The stratosphere e.g. is muehtben the troposphere

[Gierens et al., 1999], and stratospheric air traffic woeldluce contrail cover con-

siderably. However, other considerations would have toaert into account.
There are concerns about ozone depletion by nitrogen oxlideso stratospheric

air traffic.

In Fichter et aH [2005], a parametric analysis of the radésfiorcing from contrails

depending on a shift of air traffic to different altitudes regented. In that study,
the global radiative forcing of contrails was calculatedibyans of a global circu-
lation model for different air-traffic scenarios. It wasaalhted that a downwards
displacement of the flight corridors on a global scale woeklit in a decrease in

global contrail coverage and radiative forcing, espegliring the winter months.
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Figure 3.6: Change in contrail cover and radiative forcigf contrails by chang-
ing flight altitude [adopted from Fichter et al., 2005].

An increase in contrail cover would occur in regions withyaiiéng high altitude

air traffic in the mid-latitudes. The opposite would be traedn upwards shift of
the flight corridors. Figure 3.6 shows the change in contmiker and the associ-
ated radiative forcing for different altitude scenariom iicrease in fuel burn of

6.3% was calculated for the case of shifting air traffic 6, downwards.

In general, aircraft are designed for a particular missioterms of cruise speed,
payload and journey length. Depending on the technology,ntlest economic
cruise altitude results from the initial specification. if aircraft designed for a
particular altitude is flying above or below that altitudeona fuel is required to
complete the journey and hence more carbon dioxide is emnitteaddition, some
journeys would not be feasible due to the limited fuel cayaand minimum climb

requirements during take off. However, aircraft espegidésigned for different

altitudes might offset the fuel burn penalty, an issue itigased in section 3.3|.1.
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(b) restrict cruise altitudes based upon atmospheric condiions for certain re-

gions over a certain time period

In this approach, air traffic is shifted to different flightrddors for defined regions
and over a certain time perioé. Williams and NoIaLd [2005}ied out simula-

tions for air traffic over Europe. In the simulations, aaffic corridors were relo-
cated in 6 hour intervals depending on atmospheric comdifiand the formation
of contrails was assessed using atmospheric data. Resgljes that (b) leads
to a decrease in contrail cover of 65-95%, associated witletb@irn penalty of

2.6-7.0%.

However, air-traffic management and safety issues assdcwith this contrail

avoidance method may impede its application. Currentlgrait are allocated cer-
tain flight altitudes to avoid collision with other aircrafind the allocated flight al-
titudes can be found within certain flight levels. Aircraftamging altitude in flight

would cause a rise in traffic on other flight levels, incregdime risk of collision.

Especially regions with heavy air traffic would be affectk’dllliams and Noland
iZ—OPOTZ] studied the increase in air traffic associated wiik ttontrail avoidance
method and found that the required minimum separation lestvegrcraft could
not then be maintained due to the reduced number of availkdpte levels. In a
[Noland and WiIIianﬁ, 2003] concluded thifais could be allevi-

ated by redesigning air-traffic sectors.

following study,

(c) change aircraft cruise altitude during flight depending on ambient condi-

tions

Regions that facilitate the formation of persistent catdgreould be avoided by

changing cruise altitude in flight. This technique is alyeagpplied by military
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planes to suppress their visibility. Since the deviatiamfrthe most fuel efficient
cruise altitude would be for a relatively short time peritte fuel burn penalty is

expected to be lower than for (a) and (b).

The flight path could be planned already prior to take off. iveaforecast data or
in-flight measurements of preceding aircraft could be usadetermine the flight
path that facilitates a reduction in contrail formation.fdfecast data or in flight
measurements lack the required accuracy, an alternatpagh would be on-
board sensors, which can detect the formation of contraiténial the aircraft. Hu-
midity, pressure and temperature measurements could eomepk measurements
to enable effective decision-making by the pilot whethechange altitude or not.
As for (b), this contrail avoidance method could lead to areasing risk for air-
craft collision. More sophisticated flight tracking andlmbn avoidance systems

would be required for an introduction of this contrail a\ende strategy.

The fuel burn penalty that comes with changing altituderyfiight was assessed
in a study as part of the PhD project. Therefore, a MATLAB sicwas developed
that allows the optimization of a flight path between a spedifleparture and des-
tination point for minimum contrail formation. Startingtiithe great circle route,
the flight path was parameterized subdividing it into equiaihg portions. A hori-
zontal and vertical offset of waypoints from the great @naute could be defined,
yielding in a flight path differing from the great circle reut Fuel consumption
along the flight route was calculated considering changé onedt weight as fuel
is consumed and the change in performance of the aircraéndiypg on altitude
was taken into account. Therefore, engine performanceonsgpsurfaces were
created with TURBOMATCH. The response surfaces were uséteiieSDU air-
craft point performance code, which was embedded in the M¥ Iscript. For
each waypoint, the ESDU aircraft point performance code eedied to get the

fuel flow rates. Time integration of the fuel flow rates yietd®rall block fuel con-
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sumption. In between the major waypoints, additional wayjsccould be defined
to increase the accuracy of fuel burn figures. In order toaatior contrail forma-
tion, the probability for persistent contrail formationswealculated for each month
using the 2005 operational weather analysis data of the Me¢Qunified model.
Defining departure and destination coordinates, the gebgrdocation and alti-
tude was known for each waypoint. The MATLAB script readsphabability for
contrail formation at each waypoint, which allowed the oédtion of the fraction
of the flight path where contrail formation is facilitatedinkar interpolation was

applied in between the available grid points.

Varying the offsets of the waypoints from the great circleteowould result in both
a change in fuel burn and the fraction of the flight path whenatrail formation
is facilitated. The MATLAB script was connected to a comnigig available
simplex optimisation algorithm. The objective of the opgBation was to minimize
fuel burn and reducing the fraction of the flight path wheratcal formation is
facilitated. Therefore, an objective function was seléatdich combines both

fuel consumption and contrail formation in the form

OBJ= Myyel [Cw Pi + 1] (3.1)

wherems e is the mass of the fuel burned during the journgy,s a weighting
factor andp; the fraction of the flight path where contrail formation isifgated.
In this study, the flight path was defined by 8 major waypoiais] the considered
departure and destination points were London and New Yttching over a dis-
tance of approximately 5600km. In the first instance, thé fwen and amount
of contrail km formed was calculated for the great circleteowithout taking into
account contrails formation, i.e,, = 0. Fixing the weighting factor to 6, optimi-
sations were then carried out for each month. Figure 3.7aamhtesults regarding

the fraction of the flight path where contrail formation isifaated for the contralil
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Figure 3.7: Annual variation in contrail formation alongetflight path with and
without avoidance and the relative increase in fuel burn.

avoidance and non-avoidance scenario, and the assocntese in fuel burn.
According to the results, the annual mean of the fractiorhefftight path where
contrail formation is facilitated is 3.7%. Numbers peakedily the winter months
and were lower during the summer months. Applying flight pagtimisation, a

reduction in contrail formation was possible but assodiateh a fuel burn penalty.
The new mean fraction of the flight path where contrail foriorais facilitated was

calculated to be 0.8%, which is a 78% decrease in contrailrecces in absolute

terms. The relative increase in fuel burn was calculatectt0.8%.

Allowing the change of cruise altitude in flight, also calfeek flight, does not only
have advantages because the formation of contrails cowdddided. It would also
allow continuous climb, an approach often suggested tacetliel burn, and hence

CO, emissions. Free flight has been established as one of theaomiwshonly

mentioned approaches for contrail avoidache [Dings antePee000]. But it is,
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EI Cp M qnet
1.25 1004J/(kgK) 0.622 43MJ/kg

Table 3.2: Parameters for minimum engine efficiency catmiria.

however, associated with severe implications regardingaiic management and
safety. Otherwise its introduction would have probablygatty happened as it ex-
hibits the potential to reduce fuel burn, which would notyareiduce CQ emissions

but also reduce airline direct operating costs.

3.2 Engine technology

For a given ambient temperature, pressure and humiditynihenum engine ef-
ficiency required for contrail formation can be calculatedvig equation 2.3.
Ambient temperature and pressure is a function of altitaggscribed by the In-
ternational Standard Atmosphere (ISA) atmospheric madehce, the minimum
engine efficiency required for contrail formation can becakdted specifying alti-
tude and ambient ice-supersaturation and, if desired, pagature deviation from
the ISA atmosphere. Calculations were conducted combegogtion 2.2 with the
standard atmosphere model. The parameters used for théatin are given in
tablel 3.2, and results for different overall aircraft effiaties are shown in figure
3.8. They can be used to determine the minimum overall ereffitéency required
to facilitate the formation of contrails. For example, atadiitude of 8500 metres
and a local ice-supersaturation of 140%, aircraft with aeral efficiency of 0.4
or more would cause the formation of contrails. With a negaltSA temperature
deviation, the minimum overall engine efficiency required ¢ontrail deviation

decreases and the opposite is the case for a positive ISAetatape deviation.

In general, the minimum engine efficiency required to féaié contrail formation
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temperature deviations2.5K.

increases for altitudes and levels of ice-supersatura@amrent aircraft, typically
operating with overall efficiencies of 0.30-0.35, do noflftate contrail formation
for altitudes below 9500 metres assuming an ice-supeegainelow 130%. Air-
craft designed with higher overall efficiencies, say 0.5ulda@ause no contrails if
they flew below 8300 metres (7750m if the ISA temperatureaten was -2.5K).
However, it is important to note that the occurrences forsepersaturated regions
is altitude dependent, and lower altitudes does not neglysseean less contrails

on a global scale.

Referring to equation 2.2, lower values of the mixing linep& o, reducing the
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potential for contrail formation, can be obtained by eittlecreasing its numerator

or increasing its denominator. The variables in the nuroer@tecy, Elyater and

Pa, and the numerator decreases if one of the variables destedhe specific
heat capacity of airgp, is a natural constant and cannot be modified to suppress
contrail formation. Ambient pressur@g, is altitude dependent, decreasing for
higher altitudes. The water emissions ind€lyater Is fuel dependent. The impact

of fuels on contrail formation is discussed in sections 3.4.

The denominator in equation 2.3 hagt, (1 —no) andM. Increasing the individ-
ual terms would cause the desired decrease in the mixingllopeo. The molar
mass ratioM is a natural constant and cannot be modified, wheggass fuel
dependent and discussed in section 3.4,independs on the engine technology.
Further improvements in overall engine efficiency considgcurrent technology
are constrained by restrictions set by the stoichiometimlwustion temperature
and theoretically achievable propulsive efficiency of opetor devices@n,
M]. According t GreerL—[;

conventional engine architecture is 0.56, assuming open technology, ultimate

03], the theoretical limit ofevall efficiency for

component efficiencies, a stoichiometric turbine inlet penature and an overall
pressure ratio in excess of 80. In effect, contrail fornmatieould be facilitated
at lower cruise altitudes, and potentially more contradald occur. The change
in regions where the formation of contrails is facilitatedtshing from an overall
engine efficiency of 0.35 to 0.56 was calculated using th&s208tOffice weather
analysis data. The world map in figure 3.9 is a snapshofobflJanuary 2005
at 6 am, showing regions where contrails would form if theieagfficiency was
either 0.35 or below (grey) and between 0.35 and 0.56 (daikguhe MetOffice
data set, i.e. for an engine efficiency of 0.56 contrail farorawould be facilitated
in both the grey and dark shaded regions. As it can be seerg ragions exist

where contrail formation is facilitated for an increasingyme efficiency. A quan-
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titative analysis was carried out, and a MATLAB script wasréfore developed
that counted occurrences in the MetOffice data set if theupersaturation was in
excess of 100% and the Appleman criterion was met. The sgaptrun for an en-
gine efficiency of both 0.35 and 0.56. In general, more oocesivere counted in
case of a higher engine efficiency. The ratio of the occasidmese contrail forma-
tion was facilitated for an engine efficiency of 0.35 over tlase where the engine
efficiency is 0.56 is given in figure 3.10 for different alties. At low altitudes, the
ratio is 0.48, implying that the switch to more efficient emgg would also cause an
increase in regions facilitating persistent contrail fatimn. At high altitudes, the
effect is less severe, and over 13000 metres there woulderantyodifference. This
effect should be considered if next generation aircrafraggewith higher engine

efficiencies and are designed for lower altitudes.

The particle size, their microphysical properties, p&titumber density and the
presence of aerosols in the exhaust plume have an effecesadiative properties
of contrails. Changing the radiative properties of cofgraould reduce the over-
all radiative forcing from contrails. Hence, it might be dlable to either control
particle and aerosol properties or increase/decreasilparbncentrations in the
exhaust. Even for a perfectly clean exhaust without aespsaintrail formation
would still be facilitated in the presence of ambient aelmsdVithout additional

particles in the exhaust, contrail ice particles would lvgdain size, possibly lead-

ing to a lower radiative forcing [Strom and Gierens, 20G2nce it might be desir-

able to reduce particle emissions. Engine emissions endgergigg the combustion
process and may be tackled either during the combustiorepsoitself or post
combustion via exhaust clean-up by means of filter systemse#d for less par-
ticle emissions can already be seen as it is part of the confusiness for engine
manufacturer to continuously increase the combustioniefioty of combustors.

However, a significant reduction of particle emissions widag necessary, and it
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Figure 3.9: Snapshot for 1 January 2005 showing areas wher@étmation of

contrails is facilitated at different altitudes. Top le#00hPa (7185m), bottom left:
300hPa (9164m), top right: 250hPa (10363m), bottom riglhbhPa (11775m).
Dark: no <0.35; grey: 0.35 no <0.56.

1



0.4

6000 7000 8000 9000 10000 11000 12000 13000
altitude [m]

Figure 3.10: Ratio occurrences where contrail formatidacsitated for an engine
efficiency of 0.35 over occurrences where contrail formaifacilitated for an
engine efficiency of 0.56

might be questionable whether that will ever be achievalitleout additional filter

systems.

3.2.1 Distributed propulsion and remotely driven fans

A novel engine concept discussed in the aeronautical contynisndistributed
propulsion ‘[Campbel, 200%, Sehra and Whitl$w, 21004] in tien of mini-gas

turbines or remotely driven fans. Mini-gas turbines hawe pbtential to reduce

block fuel consumption but might operate with a lower ovestiiciency compared

to current designs [Ameyugo et al., 2006]. The decreaseearoterall efficiency

could cause a reduction in the potential for contrail foiorat Smaller plume
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diameters might lead to a smaller vertical band of the cdritras reducing the
chance for contrail cirrus formation. A distributed exhiaai®ng the lifting body
could possibly also have an effect on the jet entrainmeng. éfffects of distributed
propulsion on contrail formation would have to be studigdii propulsion method

became a serious alternative to common engine practice.

Distributed propulsion in the form of remotely driven farsutd be a disadvan-
tage in terms of contrail formation. If the core of the prapoh device is a gas
turbine producing power to drive the fans, the jet of the fand the exhaust of
the core would be physically separated. This would have gaaton the humid-
ity/temperature ratio distribution in the plume. For conmtorbofans, the engine
exit conditions in terms of temperature and humidity as wered in the Apple-

man theory for contrail formation are a weighted averageoi lengine core and
bypass. If both are separated from each other, it could heress that both jets
mix independently from each other with ambient air. In figiBell, the mixing

lines for core and fan are separately shown, together witlrixing line assuming
both streams mixing prior to mixing with ambient air. The &@xhaust, contain-
ing the entire combustion water and hence being extremetydhwould facilitate

contrail formation even at very warm temperatures. The ggj@ér, containing no

additional water, would not contribute to contrail fornwati

3.2.2 A clean exhaust engine concept

Since the introduction of jet engines for commercial aiffica there has been
steady improvement in their fuel economy. Whilst the redsometter fuel econ-
omy of early aircraft was to extend the accessibility toi@vel for a larger fraction
of population, environmental aspects have become the r@ason for cleaner tech-

nologies. First jet engines suffered from poor componeintiencies, restricted
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Figure 3.11: The effect of remotely driven fans on contraihiation.

turbine inlet temperatures, low achievable pressuregsatml low thrust to weight
ratios. The advent of advanced combustor technology, higiraponent efficien-
cies, new materials, blade cooling techniques, highespregatios thanks to multi
spool arrangements and large bypass ratios improved theeepgrformance. Fu-
ture developments considering current engine architedtare the potential for
further improvements. However, they are incremental, fdkee on a subsystem

level and are associated with increasing technologicafiaadcial investments.

Maclin and Haubert [2003], Sehra and Whitlow [2004] and 8kéd al. [2001] state
that only revolutionary changes in engine design can ledith@osignificant ad-
vances in engine fuel economy and environmental compgabéguired in the light
of the annual growth rates in air traffic. Although approacidising fuel cells and
similar mechanisms may be feasible [Alexander et al., 2002} require signifi-

cant deviation from current gas turbine practice. Hencepiilel be more desirable
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to provide a revolutionary solution with respect to exigtgas turbine technology
that can also operate with any available hydro or hydrocatimsed fuel. In this
section, an engine concept is presented that, apart fropresgng contrails, has
also the potential for lower emissions. The following regments were set on
a novel engine architecture: higher thermal efficiency, anéduction in water
vapour, soot and aerosol emissions to avoid the formatiaroofrails and cirrus
clouds, and lower NQemissions. Generally, the formation of contrails could be
avoided by reducing the water content in the exhaust gasegedengine. A tem-
perature drop of the exhaust gases would be necessary litatacivater conden-
sation inside the engine, which could be achieved with hedtangers. The water
condensate could be stored either on board the aircrafieased into the atmo-

sphere in the solid or liquid state for precipitation. Thearl exhaust engine con-

cept, patented in Noppel et $I. [2007], is a derivative ostamdard intercooled and
recuperated engine cycle with a condensation stage. Teeatdled-recuperated
engine cycle, which is shown in figure 3.12(b), enables atankial improvement

in thermodynamic work potential, ultimately leading to kEmfuel consumption

Boggia and RUJ, 2005]. A reduction in N@s possible through the reduction in
fuel flow and lower pressures inside the engine, yieldingelolevels of NQ for-
mation during combustion. The intercooler is a heat excbartgpically placed
between the low pressure compressor LPC and high pressomeressor HPC.
The flow on the cold side of the heat exchanger is usually sypas Intercool-
ing reduces the work required for the compression of thenainé HPC. The hot
gases leaving the LPT are used to heat the pre-combustorthie recuperator, so
more heat is used to generate useful work. In this arrangerttenthermal effi-
ciency does not increase for higher pressure ratios, buaismum for a specific
pressure ratio. The overall effect can be a significant iwgmeent compared to

conventional gas turbine cycles at lower OPR and TET.

81



LPT

a

(a) Novel concept based on a intercooled recuperated engate

| O O

CcC LPT

a

(b) Intercooled recuperated engine cycle.

Figure 3.12: Novel engine concept vs. intercooled recupdrengine cycle.

Contrails form in the exhaust plume of an aircraft if theaaif water partial pres-
sure to temperature in the exhaust, denoted by the slopesahiking linea, is
below a certain value. Equation 2.3 assumes that all watergng during com-
bustion is contained in the engine exhaust. The ratio coeldrbficially lowered
by removing the water from the exhaust inside the engines Gbuld be achieved
if the temperature after the LPT is reduced so water condenghin the engine.
A temperature reduction down to some 10 K above ambient teatype would be
required to facilitate water condensation inside the emgkhowever, reducing the
flow of the exhaust by simply transferring heat energy oetsliet engine without

utilising it would cause a reduction is engine efficiency.

An intercooled and recuperated cycle in a novel arrangemdmbits the poten-

82



tial for water condensation within the engine without coomising engine effi-
ciency. The recuperator redirect heat energy into the engpne flow, where it is
not wasted. The temperature of the flow exiting the recupegratready cooled to
a certain degree, is further reduced by applying an additibeat exchanger. In
the following, the additional heat exchanger is referredd@ondensation stage. It
operates with bypass or ambient air on the cold side. Forcgritly low tempera-
tures, this will cause condensation of the water containgde exhaust within the
engine. The dry and cold air leaving the condensation stag&m less water, but
what is required for contrail avoidance is a dry and reldyivet exhaust. Thus,
the flow exiting the condensation stage is used in the intdecdo chill the flow
between the compression stages. This has the effect oasiogethe exhaust tem-
perature, further reducing the potential for contrail fatron and increasing the
engine efficiency simultaneously. A gas path diagram of tharcexhaust engine
concept is given in figure 3.12(a). The major differencesvben the clean exhaust
engine concept and the conventional intercooled recugeticle is that the clean
exhaust engine concept has an additional heat exchangelelumidifier, and that

the intercooler operates with core air only.

Figure 3.13 shows the water partial pressure on a phaseadiagfrwater for differ-
ent stations within the engine and in the exhaust plumeicStatv temperatures
and pressures are considered for the stations within themenghereas stagna-
tion properties relative to the atmosphere frame of refegeare considered in the
plume. Mixing is assumed to take place adiabatically andascally. The water

saturation pressure is calculated considering clean watetensing on a flat sur-

face [Flatau et al., 1992]. The flow exiting the LPT, bein@tiekely hot and humid,

is cooled by about 400K. The decrease in water partial pressuhe recuperator
occurs due to the pressure loss within the heat exchangaleg@ase in absolute

pressure does also imply a decrease in the partial pressutesflow constituents.
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Figure 3.13: Engine stations on a phase diagram of water.

At the condensation stage exit, the flow has a temperaturetmugh for water to

exist in the liquid state. Assuming condensation of wateg, partial pressure at
the condensation stage exit is then determined by the lisafidration pressure at
the prevailing temperature. The exhaust gas temperatareases again in the in-

tercooler. Again, the drop in partial pressure is causedbyterall pressure loss

in the heat exchanger. The temperature of the exhaust getieg ¢he cold side

of the condensation stage and the cold side of the intenca@ls calculated to be

the flow stagnation temperature relative to the atmosphaned of reference. The

exhaust flow from the cold side of the intercooler containadditional water. The
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mixing of the two flows can take place inside the engine or englume. In this
study, it was assumed that the mixing takes place outsidenfee and it was
assumed that they mix prior to the mixing with ambient air.e Tdctual mixing
line in figure 3.13 represents the mixing of the mixed exhausth ambient air.
Furthermore, the critical mixing line is shown, which isicating whether contrail
formation is facilitated or not. It is a tangent to the watatusation pressure line
originating from the ambient state of the atmosphere. Ifatal mixing line is
below the critical mixing line, the formation of contrails mot facilitated, because
contrails form only if the actual mixing line surpasses tegion for which water
is present in the liquid phase in a phase diagram as mentionpedvious sections.
Additionally, the theoretical mixing line is shown. It regsents the mixing line of
the mixed exhausts with ambient air if no dehumidificatiookiplace. The actual
mixing line and the theoretical mixing line would coincidend dehumidification

occurred within the engine.

The condensation of water can be expected to occur on the wfathe heat ex-
changer, but also on the particles that are contained inxhaust. This would
result in the scavenging of particles and aerosols from thawst, leaving the en-
gine exhaust free from particles and aerosols. The condemster, present in the
liquid state, could be partially redirected into the contlmrschamber. An 80% re-
duction in NQ, emissions is possible injecting water into the combustshasvn in

figure/ 3.14 [Lefebvre, 1983]. Water injection during takesrid climb conditions
has been successfully demonstrated in the Ian by Daggedtt[2084]. With this

engine concept, NOreduction would become feasible during the entire journey.
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Figure 3.14: NQ reduction through water injection [adopted from Lefelbhl%i%].

Cycle optimisation

A set of optimisations was performed to calculate the cyeldggmance. There-

fore, a mathematical representation of the cycle was dpeélas part of an MSc

project bJ Lucisancl [2007]. The performance model was linicea contrail fore-
cast model. Phoenix Model Center, a commercially availgbleetic optimisation
algorithm computer programme, was used to calculate thédow@tion of design
parameters that yield in maximum engine efficiency. Thegiesariables were
overall pressure ratio, fan pressure ratio, bypass ratidtanratio of the high pres-

sure compressor ratio to the low pressure compressor ratio.

Three sets of optimisations were carried out consideringnge of turbine en-
try temperatures between 1600K and 2200K. In the first setptjective of the

optimisation was to calculate the most efficient cycle rdlgems of its ability to
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suppress contrails. In subsequent runs, the objectivem@adulate the most effi-
cient cycle that would allow the suppression of contrails.itAvas discovered that
the optimum cycle performance also depends on the ambisupersaturation, 2
different levels of ambient ice-supersaturation wereiakéo account: 115% and
130%. Ambient conditions where held at 33,000 feet (10,08&®3) and Mach
0.8 during all optimisations. Component efficiencies repreed latest technology
levels. The heat exchanger effectiveness’ of the inteescahd recuperator were
assumed to be 0.90, and 0.95 for the condensation stagelatigetg low tem-
peratures close to ambient are required to facilitate wadadensation inside the

engine.

Optimisation results are given in figures 3.15 to 3.19. Inggah cycles with higher
TET result in better specific fuel consumption. For a give TiEwas calculated
that the specific fuel consumption is higher for cycles wivergrail suppression is
considered than for the baseline cycle where contrail g5wn was not taken into
account during the optimisation process, whereas the hipkdevels of ambient
ice-supersaturation cause larger drawbacks in terms eifgpiel consumption.
In terms of overall engine efficiency, as shown in figure 3thé,cycles were all
between 0.44 and 0.52, which is well above what is achievélt eurrent engines
and close to what is theoretically available with convemtidechnology (see sec-
tion/3.2 on page 75). Higher component efficiencies, lowesgure losses in the
heat exchangers or higher TET yield overall engine efficgesabove what is pos-
sible with conventional engine architecture. Accordingh® results, the optimum
overall pressure ratio is increasing with TET as shown inrGg117. It is lowest
where contrail avoidance is not considered during optitideand is increasing for
higher levels of ambient ice-supersaturation. The optinbypass ratio shown in
figure 3.18, is increasing with TET. No significant influenééce-supersaturation

on optimum bypass ratio was found. However, the resultsestgbat this engine
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Figure 3.15: SFC vs. specific thrust.

concept requires very high bypass ratios to be efficiengeding what is common
with conventional turbofan configurations, which is abodtfdr modern engines.
Hence, this engine concept would be more suited for propsilsbere the bypass
ratio can be designed to be very large, such as unducted faiesnotely driven
fans. The optimum fan pressure ratios are shown in figure, 3ntcating fan
pressure ratios around 1.30, which is below that of currenventional engines
and what can be achieved with unducted fans. For the caseah@til avoidance
is not considered during optimisation, the optimum fan gues ratio is not affected
by the TET. In the other cases, the optimum fan pressure istiwreasing with

TET and is lower for higher levels of ice-supersaturation.

In general, heat exchanger size is predominantly depemahetiie mass flow, heat

exchanger effectiveness and the desired temperature €hding cycles respond
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with an increase in the overall temperature change to a deeli@ heat exchanger
effectiveness’, potentially causing the heat exchangeeteven larger. A relatively
high effectiveness in the condensation stage is cruciakderoto achieve a low
temperature within the engine that facilitates water cosdéon. This temperature
is within the ambient temperature range, so the temperdttieeence between the
flows that exit the condensation stage at the core side aed @nthe bypass side

is relatively small, requiring a relatively high heat exobgar effectiveness.

Hence, it can be concluded that advanced heat exchangaotegly in terms of ef-
fectiveness, weight, and pressure loss is essential fde#dsility of this concept.
Super conducting heat transfer material is being invesgtedgand similar materials
could be available in the futurE[ u, 2000]. Because theireduemperature in
the condensation stage is determined by the temperaturbieth water conden-
sation occurs, a reduction in water saturation pressurédacause a reduction in
the required temperature difference. A reduction in theswasturation pressure
required for condensation could be achieved by applyingemisurfaces within
the heat exchanger (Kelvin effect) or advanced materials vary good hydration

behaviour.

3.3 Aircraft technology

This section deals with methods for contrail avoidanceufbomodifications in the

airframe.
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3.3.1 Aircraft optimisation

In general, aircraft are designed to serve a particular etakd to maximise the
earning capacity for the manufacturer. Factors drivingatineraft design are such
as payload, range, the prevailing air-traffic infrastroefand the aircraft's compet-
itive advantage in terms of economical performance. Thegdgwocess typically
yields a configuration that meets the design requiremeritsirmihe constraints
imposed by regulations regarding safety, performance eamgtonmental impact.
As in particular the environmental impact of contrails isrgasingly emphasized,
regulations might be introduced with the objective of caitmitigation. These
regulations will either affect the current aircraft fleefy.ehow aircraft are oper-
ated, or influence the design of next generation aircraftlin&s would have to
deal with the former approach, whereas the manufactureldd@ye to respond to

the latter as it might cause a shift of the design requirement

Fichter et al. [2003] concluded that contrail formation lkcbbe mitigated if air-
traffic took place at lower altitudes on a global scale. Axuésed in previous
section, both fuel consumption and contrail formation o&#ipular aircraft are de-
pendent on cruise altitude, and the shift of the air-trafficidors would come with
a fuel burn penalty. The fuel burn penalty could be reducdthoging the aircraft
for altitudes where contrail formation could be mitigatadd once decided how
to position an aircraft in the market in terms of payload,geamand cruise speed,
its optimisation in terms of cruise altitude could yield arceptable compromise

between fuel burn and contrail formation. An approach deakith the aircraft op-

timisation for minimal environmental impact is giveA in Ame and KroH [20&4].
However, contrails were not taken into account in that stadg aircraft optimisa-
tion in a more global context is given in the following, deborg how the design

processes could be adapted to meet new design requirenegiatsling contrail
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formation. Therefore, a methodology was developed thasidens contrail for-
mation during the aircraft design process, which was aggbe the optimisation
of the baseline aircraft configuration. The methodology loarbroken down into
two parts. One part predicts the performance of the airc@ifiguration, which
depends on design variables, technology parameters, asglomirequirements.
The aircraft performance can be optimised varying the degigiables. Combin-
ing the calculated performance with air-traffic data, thel tonsumption can be
calculated on a global scale. The second part includes thelaton of the envi-
ronmental impact from contrails. As the calculation of thdiative forcing from
contrails is not straightforward, this study considersahmmunt of contrails formed
only. It is measured in contrail-km, which is the cumulatsten of the fractions
of flight paths where the formation of contrails is facilédton a global scale. This
is facilitated by combining air-traffic data with historlaaeteorological data. A

representation of the overall procedure is given in figu2® 3.

NASA's Flight Optimisation System (FLOPS) was used for perfance calcula-
tion and multidisciplinary optimisation of a particulargine and aircraft configu-
ration. The code computes airframe weight, airframe agranycs, engine weight
and engine performance according to the airframe and emglated parameters
and design variables, from which the block fuel is calcuaféhe part covered by
FLOPS is framed with a dashed line in figure 3.20.

Ideally, optimisation of the aircraft configuration is dat out considering contrail
formation already during the optimisation process. Therégwf merit, block fuel
and contrails, would then be combined in the objective fam¢trepresented by the
dashed arrow in figure 3.20. In this study, the aircraft wasmped for minimum
block fuel, and the resulting configuration was then subsetiyiassessed in terms
of contrail formation. This would allow a comparison betwedfferent config-

urations regarding fuel consumption and contrail formatidhe aircraft design
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Figure 3.20: Layout of aircraft design process where cdrfsemation is taken
into account.

variables were wing area, thickness to chord ratio and swegfe; engine design

variables were bypass ratio and take-off thrust.

The design point mission was defined by range, cruise spettnts of true air
speed, and initial cruise altitude. Block fuel is calcutat®nsidering continuous
climb during cruise. Defining a minimum and maximum cruigéwade, the aircraft
is enforced to not fly within a certain altitude band for bo#sidn point and off-
design point missions. Mission requirements in terms odlilag and take off field
length, minimum rate of climb during initial climb (one engi off) and approach
speed were taken into account according to the FAA regulatiDuring cruise, the
engine is allowed to operate with at most 90% throttle sgtfirhese requirements

were considered as constraints and accommodated in thetigbjéunction, im-
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pacting the airframe and engine design optimisation. Eigu21 shows a typical

flight mission as applied in FLOPS. Constraints are indotatatalic letters.

Air-traffic density, defined as the sum of distances flown lograft within a certain
volume over a given time period, was calculated from a da@peovided by Cran-
field University’s Department of Air Transport. The databaslds information of
national and international scheduled commercial flightsowing departure, des-
tination, departure time and flight duration of each schedidlight, the air-traffic
density could be calculated assuming the flights to folloeagjicircles. Calculat-
ing the intersections of the flight path with the map grid,auld be dissected into
several fractiond\S, as shown in figure 3.22. The areAsknown as spherical
guadrangles, are defined by the intersecting grid lines.rate of the fractions of
the flight pathAS and the areaA yield the air-traffic densithS/A. The air-traffic
density resulting from several flights can be calculateddiyng the sum of the

air-traffic densities resulting from the individual flights

Only the flights that would be undertaken by the consideredtatt class are of
interest when calculating air-traffic density and fuel boma global scale. An
extensive market research would be necessary to make aragecassumption re-

garding the routes on which the aircraft is going to operatethis study, it was
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Figure 3.22: Schematic of calculation of air-traffic densit

assumed that the aircraft would operate on routes that ataioed in the database
with between 200 and 250 passengers and a maximum range @800 he re-
sulting distribution of journey length of flights with aieft between 200-250 seats
is given in figure 3.25.

As the optimisation of the aircraft was carried out consitgthe journey to take
place within a certain altitude band, it was necessary toutate the air-traffic
density in three dimensions. Therefore, the initial criadude, the final cruise
altitude, and the fractions of the journey for climb and @egavere calculated us-
ing the off design capabilities of FLOPS and stored in thenfof response surfaces
for each altitude scenario. Also, the diurnal variabilityair traffic was taken into
account when the air-traffic density was calculated. Kngwdeparture time and
destination time for each flight, sections of the flight patbsld be attributed to
different times. Four air-traffic density maps were comgdute each altitude sce-
nario, covering the time periods 0-6h, 6-12h, 12-18h, ar@4i8(Universal Time).
The resulting maps, as shown in figure 3.23, are the sum ofittieatiic density
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Figure 3.23: The cumulative air traffic density over alltalties in km/(km hour)
considering 200-250 seater only. 00-06h (top left), 06-@&ittom left), 12-18h
(top right), 18-24h (bottom right)

of all altitude levels.

Regions that facilitate the formation of contrails are deieed by local ice-super-
saturation, altitude, ambient temperature and engineegifig. The operational
weather analysis data from the MetOffice unified model of teary2005 as de-
scribed in the appendix on page 157 was evaluated regardimgad formation

applying the Appleman criterion. As the engine efficiencymsaircraft related

parameter in the Appleman criterion, the minimum engineiefficy required for
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Figure 3.24: Critical mixing line slope as function of icepgrsaturation and tem-
perature.

contrail formation was calculated in the first instance factetime interval of the
MetOffice data. In order to speed up the calculation, a lgpkable was com-
puted of the critical mixing line slope depending on ambient temperature and
ice-supersaturation. This would make the time consumargtiion of equation 2.3
redundant. Figure 3.24 is based on the look-up table andssti@isolines for the

critical mixing line slope on a temperature-ice-supenston chart.

In the second instance, the amount of contrails formed wasileséed in terms of
contrail-km for each time interval for each altitude scémaombining air-traffic
density data and the data containing minimum required engjificiency for con-

trail formation. As aircraft optimised for different aliiles cruise with different
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overall efficiencies, the calculation of contrail occuiges was carried out with

different overall engine efficiency for each altitude saema

The aircraft type considered in this study was based on tkeliba aircraft as de-
scribed in the appendix on page 157. Altitude scenarios alewsen to be in 1,000
feet (305m) steps with 34000 feet (10.36km) as baselinet é&tgnates for future
engine and aircraft related parameters were made aceebyibidustry and could
be derived from information available in the public domatirframe technology
related parameters, determining primarily material weagtd aerodynamic wing
performance, and engine related technology parametehsasumaximum turbine
entry temperature, overall pressure ratio, fan presstigeaaparameters related to
the mechanical integrity of the turbomachinery, were heldstant for all altitude

scenarios.

The differences in block fuel consumption compared to theelae configuration

was calculated for both the design mission and on a glob#d.s€he resulting dis-

tribution of journey length of flights with aircraft betwe@00-250 seats is given in
figure 3.25. Most of the flights occur for legs less than 3000hhe database holds
virtually no entries for flights above 6250nm. This is be@atlere is currently no

aircraft with 200-250 seats that can serve this range. afirevith 200-250 seats
and a maximum a range of 8000nm would serve an emerging mafrlatg haul

services away from hub-to-hub towards point-to-point.

Figure 3.26 shows the change in fuel consumption relativbedaseline configu-
ration. The block fuel consumption ultimately increasethasaircraft is designed
to fly at both lower or higher altitudes. According to the désuan aircraft of the
considered class optimised for 31,000 feet would consudi¥ 2Znore fuel at its
design point than an aircraft optimised for 34,000feet. @hodal scale, the fuel

burn penalty would be 1.0%. The difference in fuel burn focmft designed for
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Figure 3.25: Journey length distribution for aircraft wa@0-250 seats.
37,000feet is calculated to be 4.8% at the design point, &ndrba global scale.

Figurel 3.27 shows the relative change in the design vasdblethe different al-

titude scenarios. Thrust and bypass ratios are calculdtedaalevel static. The
results suggest that aircraft optimised for higher aléwithave higher thrust re-
quirements, larger wing areas, but smaller bypass ratios.effect is not inversed
for aircraft optimised for lower altitudes. The results gagt that the optimum by-
pass ratio is increasing for aircraft designed for lowetwdes, thrust requirements

would be lower and the wing area would also be larger.

The aircraft configuration resulting from an optimisatisndependent on various

factors. It is, however, mainly affected by the change indainsity at higher al-
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Figure 3.26: Fuel burn penalty relative to baseline conéigan (34,000feet).

titudes, impacting lift, drag and engine performance. Aiddally, design con-
straints impact the final design of aircraft. The fuel conption and hence aircraft
weight depends primarily on the thrust requirement duriugse and the engine ef-
ficiency. At high altitudes, where the air density is lowarger wings are needed to
obtain enough lift, impacting aircraft weight and drag. A& same time, the mass
flow through the engine needs to be increased in order torobtaough thrust.
An ever increasing engine diameter can, however, not benanoalated due to
limited space below the pylon, engine weight and increasaxglle drag. Hence,
the engine exit velocity is increased to provide enoughdgtmwhich is achieved
through a lower bypass ratio. This, in effect, negativefge@s the overall aircraft
efficiency. As a result of increasing wing area and decrgasngine efficiency at

higher altitudes, the block fuel consumption is increasing

Aircraft optimised for lower altitudes can be designed walger bypass ratios,

allowing better overall engine efficiencies. This is beestl® higher air density at
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Figure 3.27: Relative change in design variables relatvgaseline (34,000feet).

lower altitudes allows sulfficiently large air mass flows tigh the engine without
increasing its diameter. At low altitudes, however, thehkeigair density causes
an increase of the parasitic drag, impacting fuel conswmptiMinimum climb

requirements for one engine off conditions at 1500 feetualé also result in larger

wing areas, having an increasing effect on block fuel constion.

The overall relative change in contrail formation for eadfitiale scenario on a
global scale, measured in terms of contrail-km, is givenguri 3.28. Aircraft
of the considered class optimised for lower altitudes tenchiuse more contrails,
whereas higher cruise altitudes indicate a decrease inegidormation. According
to the results, almost 58.0% more contrails would form ifdireraft was designed
for 31,000 feet instead of 34,000 deet, but 10.1% fewer edatwould form if the

aircraft was designed for 37,000feet.

The persistence of contrails, and ability to spread to @dntirrus, is primarily
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Figure 3.28: Change in contrail formation relative to bemetonfiguration (34,000
feet).

dependent on ambient ice supersaturation. Thereforentnease in contrail for-
mation for different levels of ice-supersaturation wasgkdlted: results are shown
in figure' 3.29. Configurations optimised for lower altituaesuld particularly in-

crease contrail formation under relatively high ice-sspaurated conditions.

The results suggest that aircraft of the considered atrctass designed for lower
altitudes would produce more contrails and would ultimateainsume more fuel.
If designed for higher altitudes, the fuel burn would alsdizgher but fewer con-
trails would be produced. This is in contradiction with Rehet al. [2005], where
results suggest that cruising at lower altitudes would cedtontrail occurrences
(see section 316 on pagel 68). The difference is that in thdysinly one particular
aircraft class and its associated contrail occurrences@usidered. There is an
altitude at which contrails are most likely to form, and eaft can either cruise

above or below it. As the optimum cruise altitude in termsw#lfconsumption
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Figure 3.29: Change in contrail formation relative to bemetonfiguration (34,000
feet) for different levels of ice- supersaturation (aliiéuwvariation in feet).

is dependent on various parameters such as payload, cpgied and technology,
individual optimisation of aircraft for minimum contraiVaeidance would shift the
air-traffic towards altitudes where contrail formation igigated. This would not
necessarily imply that all aircraft would be designed favdo altitudes. If contrail
formation is most likely to occur for a particular altitudéen contrails could be
avoided by designing aircraft for both higher or lower ceugdtitudes, depending
on the design requirements and the technology. It has tokem t@to account,
however, that contrails and carbon dioxide are not the ooljfants from air traf-
fic. The environmental impact of other emissions, such ag, M&ies with altitude

and would have to be taken into account for a more integratatysis.

Further reducing cruise altitude of this aircraft class ldqarobably make sense in
terms of contrail formation, because for much lower altsicdcontrail occurrences

would diminish again. However, the fuel burn penalty wouddiver proportionally
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larger. New technologies, such as propfans or compromisésrins of aircraft

speed, could alleviate the fuel burn penalty. A study in trenfof an MSc project

as part of this work programme was carried out by Faupin [R0@@nparing the

performance of unducted fans and turbofans on medium hatésoFuel savings
utilizing unducted fans relative to the turbofan configimatare given in figure
3.30. If aircraft were designed to operate at lower cruisitudes, the switch to
unducted fans seems to be promising. According to the gk unducted fan
configuration consumes between 10% and up to 22% less fueleat laltitudes
relative to the turbofan configuraiton, depending on théghesruise Mach number.
Hence, unducted fans could be a way to reduce both fuel cqotsamand contrail

occurrences at the same time.

3.3.2 Airframe and engine integration

Aircraft geometry has an effect on the vortex structure amenisity. The relative
position of the jet exhaust to the vortices determines itsagmment. The for-

mation, evolution and radiative properties of a contrad affected in two ways

Lewellen and LeweII(M, 2001]: a) a more effective jet eimimeent causes ice par-
ticle evaporation due to vortex descent and the associdiadatic heating and b)
less effective jet entrainment prevents vertical spraadinthe contrail, reducing
the chance for contrail cirrus formation and leading to kfésctive mixing of the

exhaust gas with the ambient air.

Configurations with a larger gap between exhaust and wingpotifices (e.gfuse-
lage mounted engines) might reduce the probability of @drdrspersion and thus
contrail cirrus. A more effective jet entrainment could lmhiaved by placing the

jet closer to the vortices.
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Figure 3.30: Fuel savings of unducted fan relative to tuahotonfiguration

[adopted from Faupin, 2006].

Some novel airframe concepts often discussed in the aeiicabcommunity are

the blended wing body and the joined wing aircraft. Both @pts potentially

affect the vortex pattern and strength, which might haveftatteon contrail for-

mation and persistence. In Gierens and Strom [1998], ibickuded that the for-
mation of aerodynamic contrails is possibly more likely twar for heavy, slow,

wide-body aircraft.
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Kerosene LH2 Methane
0.029 kg/MJ 0.075 kg/MJ 0.045 kg/MJ

Table 3.3: Energy specific emission index for different sughdopted from

Penner et al., 1999; table 7-11].

3.4 Fuels

Potentially alternative fuels for aviation are other carbased fuels such as ethanol
or methanol. Hydrogen is also often discussed in the aetmadgommunity as
fuel for next generation aircraft. In the following, thesels are discussed in the

context of contrail avoidance.

According to equation 2.2, fuels with higher water emissiamdices would in-
crease the potential for contrail formation. However, thel fcalorific valuegnet,
appearing in the denominator in equation 2.2, is also fueti§ip and contrail
avoidance is affected by both parameters. The f&litg,et, called the energy-
specific emission index, combines both fuel specific parareeh equation 2.2.
Lower values oE | /gnet imply lower values of the mixing line slopg, and would
hence reduce the potential for contrail formation. The &sltor hydrogen and
methane are compared to kerosene in table 3.3. Both hydargémethane have
higher values oE| /gnet and would hence increase the potential for contrail forma-

tion.

Hydrogen, which is generally seen as the most likely alteredo kerosene as
aviation fuel, does not cause the formation of soot or a¢eticles during com-
bustion, having an impact on the radiative properties otrails. This additional
effect has been investigated in several studies and issfisduin more detail in
section 3.4.3 on page 109.
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3.4.1 Fuel sulphur content

Sulphur plays an integral role in the contrail formationqass, facilitating water
nucleation on soot particles and providing volatile pdescserving as condensation
nuclei. A reduction of the fuel sulphur content would redtioe emission of S©
and SOy, and have an impact on the aerosol density in the plume andagon
precursor activation. It would be technically possible ¢duce the fuel sulphur
content. However, reducing the fuel content might have nordy a very little
impact on contrail formation as mentioned in section 2.3\&ter nucleation on

soot particles is believed to be independent of the presehselphur species in

the plume [Popovitcheva et al., 2001]. And even if sulpheeffuel led to the

absence of volatile particles and avoided water nucleatnsoot particles, ambient
background particles would still provide sufficient consiaion nuclei. Contrails
formed on background particles, however, would very likdycomposed of fewer
but larger ice particles, which because of their radiatirapprties could result in
a lower positive radiative forcing. The impact of contraigh fewer but larger

particles on contrail cirrus formation has not been ingzggd up to now.

3.4.2 Fuel additives

Gierens [2007] explored the possibility of using fuel adei$ for contrail avoid-

ance. It was concluded, however, that they would not be deviedntrail miti-

gation option. Fuel additives, if used to change hygroscppoperties of black
carbon particles and hence suppress water condensatioig wery likely cause
the formation of contrails with fewer but larger particlpsssibly having an impact
on the radiative properties of contrails. Fewer but largetiples could potentially

decrease the radiative forcing of contrails. The presehgelatile particles, how-
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ever, would still facilitate water condensation, possitiffgetting the advantages of

using fuel additives.

3.4.3 Hydrogen

The switch to hydrogen-fueled aircraft is being widely dissed in the aeronauti-

cal community as their emissions are restricted to watepaites of nitrogen only

[Ponater et al., 2006]. However, as discussed on page 1®hjgher energy spe-

cific emission index of hydrogen powered aircraft would @ase the potential for
contrail formation as a higher water emission index has ereasing effect on the
mixing line slope. The significance can be seen in figure 3WBkre the minimum
engine efficiency required for contrail formation for a keeoe and a hydrogen
powered aircraft is shown on ice-supersaturation-aiéitdikgrams. The diagrams
are based on the ISA standard atmosphere and do not coreswleertature devia-
tions from standard values. Considering current engiygscdlly operating with
an efficiency of about 0.35, contrail formation would thedyimamically always be
facilitated at altitudes above 7250 metres if hydrogen waelias fuel. Kerosene
powered aircraft of the same efficiency would facilitate tcath formation only at
altitudes above about 9250 metres. At lower altitudes, ittright be too warm to
facilitate the formation of contrails from kerosene-fuearcraft but not the forma-
tion of contrails from hydrogen-fueled aircraft. At highatitudes, the switch to
hydrogen-fueled aircraft would not have a significant effat contrail formation
ﬂMarquart et al.‘, 2031].

Studies suggest that the global annual mean contrail cover fiydrogen fueled
aircraft would increase by a factor of 1.56 compared to kamesfueled aircraft.
However, young contrails from hydrogen-fueled aircrafiNdoprobably consist of

fewer but larger particles with a very high sensitivity taigéions in background
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aerosoIsJ [Strom and Gier%s, 2502]. This would have actaffethe optical thick-
ness and particle precipitation rate, and hence on theiassdcadiative forcing of
contrails from hydrogen fueled aircraft. The radiativecfog of contrails caused
by a fleet of hydrogen fueled aircraft could potentially berdo than the radiative
forcing from contrails caused by a kerosene fueled fleets iIBfiecause the micro-

physical properties of contrail particles from hydrogesléa aircraft differ from

the kerosene equivalen}ts [Marquart et al., 2005].

Alexander et al. [2002] investigate the possibility of usimydrogen in fuel cells

powering electric motors for aircraft propulsion. Althduthe concept is promis-
ing as it results in the total avoidance of contrails and odaenbustion products
that would occur with kerosene as fuel, the use of break tiiréechnologies such
as proton exchange fuel cells and super-conductive etentrtors makes its appli-

cation in civil aviation unlikely in the near future.

3.5 Contrail avoidance devices

Contrail avoidance strategies discussed in the previocsoss have dealt with
technologies directly linked to the airframe or engine. dwer, technology de-
veloped independently could also yield the desired efféeithe following, two

distinct approaches are presented: remotely induced méae iplume could cause
contrail ice particle evaporation or prevent ice partiétesn nucleating, and soni-
cation could be used to modify particles size or prevent maiedensation of water
on particles. Depending on the energy required for theseoappes, they might
be very attractive for contrail avoidance since existingraiit could be retro-fitted

with such a technology.
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Figure 3.32: Remotely induced contrail avoidance.

Figure 3.32 shows the idea of remotely induced heat on a vpht@se diagram.
A mixing line facilitating contrail formation is represea by the solid line. If
the area in the phase diagram for which water is present ifighil state could
be avoided, condensation of water would be prevented. $hispresented by the
curved dotted line. Alternatively, evaporation of wateslets or ice crystals could

be achieved if heat was induced post condensation, repeesey the dashed line.

Both possibilities were patented during the PhD projeceyTére discussed in the
following in sections 3.5.1 and 3.5.2.
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3.5.1 Remotely induced evaporation

If the evaporation of water droplets or ice particle in therpé could be achieved,
the formation of contrails could be suppressed. Heat coaldemotely induced
by applying electromagnetic radiation. If the frequencytlué electromagnetic
radiation matches the excitation frequency of water or rottmastituents of the
exhaust, radiation would be absorbed and converted intioeimeagy, elevating the
temperature of the contrail ice-particles and eventualysing melting followed
by evaporation or sublimation of the ice particles. Subseguondensation can be
expected to not reoccur as the liquid phase is required foicfformation. Based

on this hypothesis, remotely induced evaporation is ingastd in the following.

Under cruise conditions, temperatures prevail where tlairg of water in the
solid state would result in sublimation. Assuming the hegts taking place adi-
abatically and isobarically, the energy required for gégtisublimation is deter-
mined by the temperature difference between the saturptiessure temperature
and the particle temperature, and the latent heat of iceur&ig.33 shows a phase
diagram of water with the ice-saturation pressure line, @iffdrent levels of ice
supersaturation. For given ambient conditions, heatingcarparticle would re-
sult in an increase of its temperature as indicated in figu88.3Further absorbed
heat would cause sublimation from the ice-phase into theppase. Under su-
persaturated conditions, the temperature to achieveatataris dependent on the
level of ice-supersaturation and ambient temperatureur€ig.34 shows the tem-
perature difference to achieve saturation temperaturedifi@rent levels of ice-
supersaturation. Relatively modest temperature diffesebelow 5K, would have

to be overcome to achieve saturated levels.

The energy required for ice-particle sublimation is assggsthe following. There-

fore, instant and adiabatic heating is assumed. Ratherctianlating absolute fig-
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Figure 3.33: Principle for remotely induced ice particl®élgmation.

ures, the power consumption for ice-particle sublimatsocampared to the engine
power. The net output power of a jet engiR@gineis the fraction of the energy

contained in the fuel that is converted into useful workegivby

Pengine= Mfuel Onet No (3.2)

wheremys g is the fuel mass flowget is the fuel net calorific value angl is the
engine overall efficiency. Assuming the ice crystals wowddtain water from the

engine only, the power needed to evaporate these ice @ysttie engine plume
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is the sum of the energy required to achieve saturation pkitatent heat.
Pice = (Matent+ Cp, ice AT ) Myater (3.3)

wherehiatent is the latent heat of icegy ice is the specific heat capacity of ice,
AT is the required temperature difference anger is the water in the plume
considering exhaust water only. With the specific emissioiex of wateE lyater =

Mwater/Mtyel, €quations 3.2 and 3.3 can be rearranged to

(Niatent + Cp, ice AT ) Elwater
No Onet

Hce/Pengine: (3-4)

The termPce/Penginedenotes the ratio of the power required for ice particleisubl

mation to engine power.
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The water emission index and the fuel calorific value of kenasis about 1.25
and 43MJ/kg, respectively. The specific heat capacity ofsabout 1900J/kg/K
and the latent heat of ice is 334000J/kg. Assuming a temyrerdifference of 5K
and an engine efficiency of 35%, the theoretical fractionrgfiee power needed
in order to evaporate contrail ice crystals becomes 2.5%nsidering a device
efficiency of 80%, the power required increases to 3.1%. éSordy a fraction of
a journey occurs under conditions where the formation o$ipant contrails is
facilitated, the device would be operating only tempoyafior a modern mid-size
commercial passenger aircraft, the block fuel burn perfadiy been calculated to
be 0.7% assuming the device operating during 10% of the fiigig. The increase
in block fuel is primarily dependent on how long the deviceoperating. For
continuous operation of the device, the increase in ovésellconsumption has

been calculated to be as high as 3.6%.

3.5.2 Remotely induced heat to suppress condensation

Alternative to remotely induced heat for ice particle soiation, the condensation
of water could be suppressed by artificially alevating theperature of the con-
densation nuclei. Electromagnetic radiation would therabsorbed by volatile
and non-volatile condensation nuclei. With carbon andrauifpoth having a very
high ability to absorb electromagnetic wave radiation,nowaves could be applied

more effectively than in the case of remotely induced evaipam.

As the emissions index of carbon and sulphur species is nouwgdr than for water,
the energy required to prevent water condensation in tefrasgine power would

potentially be lower that that required for ice sublimatiowith a specific heat

capacity of black carbon of 8.517J/(mol kg) [Lide, 2003] amdanolar mass of

12.01g/mol, the mass specific heat capacity is 710J/(kg Kjchvis below that
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of ice. The soot emission index is estimated at 0:0¥8so0fkg;uel [DOpelheuer,
1997], well below that of water. The power required in termhgmgine power to

heat soot condensation nuclei by 5K can be calculated witindtal A.2 setting
the latent heat to zero. Substituting the variables acnghyiyields 9.4E-9. This
power requirement would be negligible, equivalent to jestsal Watts depending
on the engine size. Losses would occur at the microwave eégielf and the heat
transfer from the soot particles to the surrounding air.eimis of additional fuel
burn, both the impact from the additional weight and the pasw@sumption could

potentially be as low as fractions of a percent.

3.5.3 Sonication

Sonication, also known as acoustic cavitation, is a progegag which micro size

gas bubbles are created as a consequence of pressurearedandticed through
the application of ultrasound. Applying ultrasound on roioeter sized droplets
can result in their vapourisation. As this technique cowddused to prevent the
formation of contrail ice-particles exposing liquid caaitprecursors to ultrasound,
it was patented during the PhD project. The energy conswomti ultrasound

devices potentially being relatively low, sonication abible an attractive contrail

avoidance method.

3.5.4 Chemical devices

Although the extent of the environmental implications ohtails is only known
relatively recently, their avoidance has always been atanyl interest. The visibil-

ity of military aircraft is strongly enhanced in the presendé contrails, and military
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forces developed interest in their avoidance already ivéng early years of avia-
tion. In the US, a contrail forecast model called JETRAX igi@ted to allow the
prediction of areas and altitudes that facilitate confaaiihation. This enables mil-
itary pilots to avoid regions in the atmosphere that wouldagte their visibility

through the formation of contrails. Earlier methods fortcaihavoidance included
a simple rear mirror installed in the cockpit to allow pilatsobserve whether a
contrails forms behind the aircraft or not. If so, he woulagly climb/descend to

an altitude where no more contrail would form in the aircvedike.

More sophisticated military contrail avoidance strategmvolve the release of
chemicals into the jet exhaust to either suppress conwamdtion or cause the
, 19%0]. With a

possibly negative radiative forcing of contrails consigtof very small particles,

formation of small and invisible contrail particlgs [Andmn et a“.

initiating the formation of very small contrail particlesuld be a solution. The
chemical as described in Andreson et ‘al. [{970] is chlofosid acid (HSQCI),

which would break down into hydrogen chloride (HCI) and suliioxide (SQ)
under conditions that can be found in the engine exit and enpllame. Sulfur

trioxide, a deliqguescent substance, would take up the viatie plume, causing

the formation of many small ice particles. AccordingJ to Aesion et EJI‘ [19%0],
the mass flow of sulfur trioxide to be injected into the plum@bout 1-3% of the
fuel flow. This equates to about 15-43g chloro sulfonic aeiguired per kg fuel
burned. The device would require a tank with chloro sulfasd to be carried
on board the aircraft, implying a fuel burn penalty. Assugn@nough substance
carried along to allow operation during 75% of the journég additional weight
on a 8000nm flight with a modern mid-size (250 passengerg}r@nsport aircraft
would be 880-2600kg. The fuel burn penalty for carrying tddiaonal weight
was calculated to be 2.0-6.2% using the NASA flight optim@sasystem FLOPS.

The substances released with this technology could pathntiave a harming ef-
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fect on the atmosphere. Hydrogen chloride dissolved inmfatens hydrochloric
acid, which can be an irritant or even corrosive. With an ahiglobal fuel con-
sumption of 155Mt kerosene in 2002 [Horton, 2006], about&Mt hydrogen

chloride would have been released into the atmosphere. @amggthis to the an-
nual worldwide industrial production of 20Mt hydrogen ciite per year demon-
strates the dimension, possibly being a strong argumeimstghe application of

chlorosulfonic acid for contrail avoidance in civil aviaii.

Alternatively, additions to the plume could be used to a#levthe saturation pres-

sure required for condensation of water [Singh, 1991]. Tosld be achieved

by injecting detergents or surfactants, such as alcohatis,the plume. The sub-
stances would require to be resistant to oxidation in aivellgthot environment,
and preferably biodegradable. AccordingJ?Si gh [199¢&{yal tests were per-
formed where the detergent mass flow used to suppress ddotraation was
about 12% of the engine fuel mass flow. Using FLOPS, it wasutatied that the
associated fuel burn penalty on a long-haul trip would b&@1t7% range, assum-
ing a modern mid-size civil transport aircraft. Laborattegt results ranging from
1% to 25% quoted im [1991], resulting in a block fuelrbpenalty of 1.4%,

are more promising, but the range indicates that furthestigation is required.
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Chapter 4

Contralls vs. carbon dioxide

As it became apparent in previous chapters, contrail nmitgastrategies with re-

spect to current aircraft and engine technology imply alhueh penalty, inevitably

causing an increase in greenhouse gas emissions. A guwalitapresentation of
this trend is given by the bottom right arrow in figure|4.1. @uat technology trends
indicate that next generation aircraft will be derivatieépresent technology. Im-
provements in fuel economy will be mainly achieved througkign advances on
a system level to achieve reductions in weight and improvesia aerodynamics
and engine efficiency. However, engines operating at higff@iency are more

likely to cause the formation of contrails. This trend isreented by the upper
left arrow in figure 4.1. Ultimately, the long term goal is &duce the radiative
forcing from all aircraft pollutants simultaneously asirated by the bottom left

arrow in figure 4.1.

Depending on the length of the transition period from calstta no contrails, con-
trail avoidance, once introduced, could almost immedyatesult in the reduction

of the radiative forcing from aviation. If contrail avoidamis accompanied with
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increasing overall efficiency

current technology

contrails

revolutionary concepts contrail avoidance
(desired) with respect to
current technology

greenhouse gas emissions

Figure 4.1: Emissions trends with respect to current dirarad engine technology.

an increase in C®which remains in the atmosphere for longer than a century, it
might not be justified to enforce contrail avoidance in tharrfature even though
contrails might exceed the radiative forcing from all othécraft pollutants. As
pollutant’s life times and feedback mechanisms differ freach other, so too do
their climatic long term impacts. Radiative forcing is omlymetric reflecting the
strength of a pollutant’s perturbation in the global raidiatoudget of accumulated
emissions that occured in the past. Radiative forcing is ionat does not re-
flect the environmental impact of emissions that will takecelin the future. In the
light of this, there are indications that contrail mitigatishould be abandoned in

the short term, but favoured it in the long term:

¢ ithas been shown that the efficacy of contrails is smaller fhi@onater et al.,
2005].
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e simulations suggest that the transient climate responssdadtive forcing is
2005].

delayed compared to carbon dioxihe [Ponater Jt al.,

e carbon dioxide remains in the atmosphere over a time pemidioki range of
100 years which is much larger than that of radiative forcinghe range of

minutes up to some hours.

Unlike CO, emissions, the radiative forcing from contrails would wally become
zero the moment they are banned. The accumulated impactdootnails by the
time they are avoided is potentially marginal compared éoaverall impact of the
long-lived carbon dioxide emissions. As a result, it mightdesirable to introduce
contrails avoidance only if they do not cause additionabcardioxide emissions.
As long as this is not the case, the overall long term impaots faviation beyond
radiative forcing could be far less severe if contrails danice was introduced in
the more distant future when the associated fuel burn persless significant.
Hence, it might currently be more desirable to concentratenore fuel efficient
technologies, along with further reductions in Né&nd noise. The long term goal
should be the development of technologies which exhibitpibential to reduce

carbon dioxide emissions along with contrail mitigation.

This issue is investigated in this section by assessingtigeferm increase in tem-
perature due to aviation emissions by means of a linear tdimesponse model.
The resulting temperature change due to,@Oncentrations and contrail cover
was calculated for a set of scenarios. Anthropogenic backgt emissions were
adopted from the emission scenario database of the intengmental panel on
climate change [IPCC, 2000]: the A1B and the B1 scenario. AhB scenario

assumes an integrated world that facilitates rapid econgnowth, the population
reaching 9 billion in 2050 followed by a gradual decline, ckuspread of novel

and efficient technologies, converging income betweeroregiextensive social
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and cultural interactions, and a balanced emphasis on @lggrsources. The B1
scenario represents a more integrated world and is moreggcally friendly. It
is characterized by rapid economic growth as in A1B, but waihid changes to-
wards a service and information economy, reductions in natatensity, the in-
troduction of clean and resource efficient technologied,anemphasis on global
solutions to economic, social and environmental stabilfjgure| 4.2 shows the

differences in the global average ¢€@oncentration for both scenarios.
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Figure 4.2: Global C@concentration for the IPCC scenarios A1B and B1.

Aviation emissions were calculated online from the backgobscenarios. As the
world grows richer, air transport becomes affordable torgdaproportion of the
population, and passenger numbers rise until reachingage. In this study, it

was assumed that the annual growth in passenger numbers gatated to the
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difference in the global average real GDP per capita andittara in the form

9 AP(t) = a(GDPhc(t) — BAF(1) (4.)

where AP is air-traffic passengers per year, GPR the average worldwide real
gross domestic product per capita, and AF is the adjustefh@r The adjusted
air fare is an artificial metric representing global spegdion air-transport. The
parameters and 3 in equation 4.1 were calibrated in order to match historical

passenger numbers.

In this study, it is assumed that the market is not saturage2Pb0, and model re-
sults show that passenger numbers will continuously graw2200. This is partly
because air travel is becoming less expensive in absolats thue to more efficient
aircraft technology, but also because at the same time thiel vgogrowing richer
as emerging economies reach similar standards of livingaesyts western world.
This trend is already indicated by the rapid growth ratesnoéiging economies.
However, uncertainty factors such as a negative perceptiaviation, policies and
regulations, the depletion of resources, wars, naturaltewsith devastating con-
sequences, or disruptive technologies could potentidfsebthe demand for air
transport and cause negative passenger growth ratestsHlighperson per annum
are calculated to reach about 20 by the year 2200 in the AlBasicesimulations,
and 10 in the B1 scenario simulations. In comparison, aviddal is taking about
0.3 flights in 2007. However, this number is heavily detewrdiby the developed
economies with annual flights per person already exceedirig 8me places. If
emerging economies were picking up and wealth was becomaorg Bvenly dis-
tributed, it can be imagined that emerging economies retaidards similar to
that of developed economies. The advent of very light jetsantaxi services is

already indicative of aviation becoming the principal spart mode in future.
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In this model, the air fare is calculated from the averagédarsumption per pas-
senger per journey, and the cost of kerosene. The oil prisebased on historical
data; estimates regarding the future oil price were madanaisg an oil price in-
creasing by 6% per annum between 2005 and 2200. Block fudlhance CQ
emissions, are calculated from the Breguet range equatinsidering advances
in structures, the propulsion system, and aerodynamickttaaverage journey
length,

BF — Rs(e% - 1) (4.2)

where BF is the block fuel, L/D is the lift to drag ratio, RS Ieetratio passenger
weight to empty aircraft weighty is the overall efficiency of the propulsion sys-
tem, and S is the journey length. FCV denotes the fuel catordiue, and g is
the gravitational acceleration. In the model, the techgplearameters (L/D, RS,
n) evolve over time. Initial values are based on historicéhdand the progress is
assumed to take place asymptotically, chosen respectivehatch historical im-
provements and create reasonable forecasts. Table 4.F shevinitial, current,

and saturation values of the technology parameters as assarthe model.

initial 2007 saturation

n 2 23 6
LD 12 18 30
R 1 2 3

S[hm] 200 1000 2000

Table 4.1: Aircraft technology parameters.

In all scenarios, aviation fuel was assumed to be kerosesghdéupper limit in

overall engine efficiency considering current designs @uale.56 [Green, 2005],

further improvements are assumed to be achieved with thicappn of novel
thermodynamic cycles such as intercooling or exhaust ezetipn. An increase

in L/D up to 30 by 2200 can be attributed to reductions in iretlygarasitic and
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wave drag, facilitated by the introduction of laminar flowntm| and novel designs
of the lifting bodies. Structural improvements are due teaades in stronger and
lighter materials, such as carbon nano tubes, and moreratéehdesigns such as
the blended wing body. Including operational measuresghhance the fuel effi-
ciency would be beyond the scope of this study. The podssilofialternative fuels

such as hydrogen or bio-fuel is also not addressed. Thetiragfarcing of atmo-

spheric CQ is calculated from the normalised radiative forcing [Hotaghet al.,

1990], which reads

In(COx(t)/CO,)
In(2)

RF/(t) = (4.3)

where RF’ is the normalised radiative forcing, €8 the atmospheric COcon-
centration, whereas GOdenotes the pre-industrial G@oncentration. The actual
radiative forcing can be obtained from

_ RF(1)

U= Re)

RF(to) (4.4)

where RF is the actual radiative forcing atacddenotes an arbitrary time at which
the radiative forcing relative to pre-industrual times rown. The CQ induced
radiative forcing was then combined with the backgroundatac forcing, taken
from the IPCC scenarios. The background forcing was adjust€0, equivalents
considering the efficacy of the various pollutants. The terafure response was

calculated from solving
0
RF(t) = aAT (t) + BEAT(t) (4.5)

where AT denotes the temperature change relative to pre-indlizsatian times

[Hartman, 1996]. The parametensandf3 denote the climate feedback parameter

of a certain pollutant, and the global heat capacity, rethpady.

The radiative forcing due to contrails can be linearly mtiato global fuel burn
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Marquart et al., 2003]. In this study, the radiative fogidue to contrails was
assumed to be linearly related to annual passenger numittevgas calibrated

against the estimated radiative forcing of 10m\&/m 2002 for line-shaped con-

trails [Sausen et al., 2005]. By 2200, depending on the sterhe contrail radia-

tive forcing was calculated to reach values several 10 tingiser than the value

for 2002. The climate feedback parameter of contrails wasirasd to be 0.47

[Ponater et al., 2005], and the lifetime of aviation £®as assumed to be 140

years. No other air-traffic pollutants were addressed mgtudy.

The model was used to investigate the relative increaselmatjaverage tempera-
ture between 1950, the time when aviation became the mediumdss transport,
and 2200. The fuel burn penalty associated with contraidarace was assumed to
be 10% relative to the prevailing technology. The scenankations assume two
different times for the introduction of contrail avoidantee year 2010, and 2100.
The introduction of contrail avoiding measures was assutné¢ake place imme-
diately. As the fuel burn penalty also imposes an additiopnat to the passenger,
contrail avoidance may reduce the volume of air traffic, edusy increased air

fares. An extra set of simulations was performed to takedffiect into account.

Results of the model runs in terms of global temperature gaame shown in fig-

ures 4.3(a) and 4.3(b). The global temperature change fuiati@n alone is given
in figures 4.4(a) and 4.4(b). Results suggest that the teatyperchange in the case

contrails were avoided would be lower than in the presena®uofrails. The tem-
perature change just from contrails ranges from about 1 dgg@e year 2200 for
the A1B scenario simulations to about 0.5 degC for the Bl atersimulations.
Contrail avoidance would decelerate the increase in egethiperature. According
to the results, the transient temperature response patthibits temperature peaks
in the B1 scenarios that could be avoided if contrails wemdad in 2010 instead

of 2100. As positive feedback loops are not considered mghidy, temporarily
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higher temperatures could potentially trigger other ctimeedback mechanisms.
These have the potential to accelerate, and ultimatelytleadarger overall tem-
perature rise in the B1 scenario simulations where cordvaildance is introduced

in 2100.

The simulations carried out in this study indicate that 8meperature rise due to the
additional CQ emissions associated with contrail avoidance would noeéectthe
temperature rise that would occur if contrails were not degdi The temperature
drop caused by the absence of contrails would set in immadgiédiven that con-
trail avoidance would be introduced abruptly), and the tap@&n until temperatures
adjust according to prevailing greenhouse gas concemtiatvould be relatively
short. Contrail avoidance therefore seems to be inevitaldehieve environmen-
tal compatibility of aviation, but it is less important whénwill be introduced.
Although the fuel burn penalty associated with contrailidaace of 10% was cho-
sen to be relatively high in this study, the difference inmgltemperature rise from
aviation CQ between the scenarios with and without contrail avoidaneewot
significant. The overall fuel burn penalty would be less sevkit was assumed
that it would affect the air fare and slow down passenger troates. Since the
fuel burn penalty is relative to a prevailing technologyd éme fuel economy of air-
craft can be expected to increase considerably in futuesintipact on the air fare
in absolute terms would be less severe if contrail avoidavaseonly introduced in
the long term. As technological evolution is primarily derdalriven, it could be
expected that postponing the introduction of contrail daace would allow higher

growth rate, and aircraft technology reaching higher efficies faster.
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Chapter 5

Conclusions

Global warming and its consequences, as discussed in cHapseregarded to be
a serious threat to mankind and creates the demand for neavjal technologies.
Air traffic, having experienced continuous growth sincedldgent of commercial
aviation, is projected to contribute increasingly to thewad CQ emissions. Apart
from CO,, aircraft place emissions in the atmosphere where their@mwental
impact is altered compared to ground level. Water containeéde exhaust gases
of a jet engine enables the formation of contrails, and tiselteg increase in
cloud cover potentially contributes more to the overallasioin radiative forcing
than all other air-traffic emissions combined. As a resulhtail avoidance is an
emerging discipline of increasing interest. This thesithés first comprehensive
study on contrail avoidance, making a general contributsaihe understanding of

the problem.

Contrail avoidance strategies were developed as part dPliie project, and ex-
isting approaches could be found in literature availabléépublic domain. The

various identified contrail avoidance strategies exhildfamental differences in
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their physical and technical nature. Short, mid and longnteolutions are distin-
guished. Short term solutions offer the option of currentraft to be retrofitted
with contrail avoidance technology. Of the identified tealogies, that applies to
flight path adjustment as discussed in section 3.1 or coravaidance devices
such as remotely induced heat induction to suppress cbfdranation, as de-
scribed in section 3|5. In the mid term, contrail avoidanceld become part of
the aircraft design process. That could either happen ¢firdlie optimisation of
an aircraft incorporating a short term solution, or the mjgation of the aircraft
for flight altitudes where contrail occurrences are reduesdiescribed in section
3.3.1. These approaches would allow the design of more@mnwientally compat-
ible next generation aircraft being based on existing tetdgy without having to
apply changes of disruptive character. In the long termirttreduction of contralil
avoidance would allow a more integrated approach. A novginenconcept was
developed during the PhD project, as described in sect@a,3vhich exhibits the
possibility of avoiding contrails and reducing all airdrafmissions simultaneously.
The engine concept combines the advantages of alreadyngxisthnologies in a
synergistic way, resulting in superior performance coragdo conventional tech-
nology with lower emissions. Its feasibility is primariledendent on advances in

heat exchanger technology regarding weight, pressuralussize.

A common feature of the identified short and long term coh&ne@idance strate-
gies is the associated fuel burn penalty, and hence incre&¥@, emissions. Fig-

ure/5.1 shows best estimates of fuel burn penalty estimatesef/eral avoidance
strategies as calculated during the PhD project and availalliterature in the

public domain. It has to be taken into account, however, thatnumbers are
first estimates and not the results of accurate assessrhamitsg the purpose to
support the identification of priorities for further resgaiactivities. According to

the estimates, changing aircraft cruise altitude durirghfli(free flight) exhibits
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an effective and viable method for contrail avoidance. #dsompanied by a fuel
burn penalty of below 1% and can be applied to current airteahnology. The
fuel burn penalty could be further reduced applying newnebbgies such as vari-
able geometry airfoils, which allow the adaptation of theagvidepending on the
altitude to maximise the lift to drag ratio. This could hatie bverall effect of re-
ducing thrust requirements during flight, and hence redyttie fuel burn penalty
associated with this contrail avoidance technique. Howérese flight is currently
impeded by air-traffic management restrictions and saksyeas, a problem that
could be overcome by introducing more sophisticated traffitision avoidance
systems. Another short term solution developed during BB project is the
application of devices which remotely induce heat to sugp@ndensation, as
discussed in section 3.5. Although the technical feagjbdf this technology is
subject to further research, it would theoretically resulthe total avoidance of
contrails with a negligible fuel burn penalty. In the midrteraircraft optimised
for different cruise altitudes have the potential to redooetrail occurrences. The
calculated fuel burn penalty is 5%, which is relatively lag@pmpared to other con-
trail avoidance technologies. However, the study waseduwut for one particular
aircraft configuration only and did not allow compromisegerms of cruise ve-
locity. Unducted fan configurations cruising at lower altie and speed could have

the potential to cut back in both G@nd contrail occurrences.

As contrail avoidance provokes the emission of additior@},Gvhich remains in
the atmosphere for longer than a century, it might not befiedtto introduce their
avoidance in the near future even though contrails mighted¢he radiative forc-
ing from all other aircraft pollutants combined. Since ptdht’s life times and
feedback mechanisms differ from each other, so too do thiewatic long term

impacts. Radiative forcing is a metric reflecting past emrss but the develop-

ment for a case supporting contrail avoidance requiresewaget comparison of
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Figure 5.1: Fuel burn penalty associated with contrail @ance.

aviation pollutants in terms of their future environmentapact. Therefore, the
introduction of a metric other than radiative forcing emadplthe comparison be-
tween the future impact of contrails and other aviationygalhts is a prerequisite.
This issue was addressed during the PhD project and is disglis section 4. A
one-dimensional climate response model was used to ctdehkalong term global
temperature change from both aviation £&hd contrails. Results suggest that al-
though the short term contribution to the global tempertitange from contrails
might be insignificant, it would exceed that of €@ the long term. Since the
radiative forcing from contrails becomes zero at the tingythre banned, their
avoidance in the long term would be sufficient, allowing mtinee to develop a

contrail avoidance technology that does not come with aldual penalty.

Although contrails are believed to have a larger radiatoreihg than other avia-

tion pollutants, the scientific evidence for the impact afitcail cirrus clouds is not
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strong enough yet to support arguments in favour for thedhitction of contrail
avoidance. As long as more accurate forecasts of the emeental impact from
contrail cirrus will become available and do not undercweady existing figures,
they would strengthen the argument for contrail avoidamkaethermore, contrail
avoidance technologies are not readily available, and-abatoidance could only
be introduced once a technology is sufficiently developdthohigh several avoid-
ance strategies were identified in this thesis, their fdagibnd techno-economical

consequences are far from being fully understood.

If contrail avoidance turns out to be inevitable for susabile aviation, its introduc-
tion would probably only be possible through regulationtaarincentives because
it would impose a cost on aircraft operators. Alternatiyalgaradigm shift towards
cleaner products might result in the environmentally avpaesengers being will-
ing to pay a supplement for reducing their individual foatprA similar approach
exists already by allowing passengers to offset their gafbotprint by paying an
extra fee on top of their airfare. If contrail avoidance wesilable at a reasonable
price, people might want to fly with an airline that operatehwleaner technol-
ogy. Most of the journeys by aircraft are undertaken by nedatid upper class,
who have more disposable income to spend, and the new emaral awareness
might lead to more spendings on greener products. Compalesgsdy make use

of the new green way of thinking and claim cleaner techn@sdghan competi-

tors [The Times article by Webster, 2007; 15 June]. As opgpdeegreenhouse

gases, contrails are a visible pollutant, observable irskyeduring daylight, and
apart from being seen as an environmental problem, peopilel start to regard
contrails as harming the aesthetics of their environmergpddding on how the
issue of contrail avoidance will be perceived by the puldidjnes that adopted a
contrail avoidance technology might eventually have a cefitipe advantage over

other airlines. New market opportunities could be creatétiiva competitive
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environment where the results are profit driven.

Often, the opinion of governments is a precursor to the pulghinion, and the
speed of diffusion of the topic amongst the public is then &enaf how severely

the topic is debated and how quickly it is distributed by thedim. An extract from

the aviation White Paper by the UK Department for Trans&@@DB] sends first

signals on how aviation pollutants other than e already perceived:

“The impact of aviation on climate change is increased okat t
of direct CQ emissions alone by some of the other emissions released
and their specific effects at altitude. These effects ireluitreased
tropospheric ozone, contrail formation and a small amotintethane
destruction. The environmental impacts of aircraft havenbessessed
by the Intergovernmental Panel on Climate Change (1999 naore
recently by the Royal Commission on Environmental Pollu(i2002),
and they are thought to be 2-4 times greater than that fromdldhe.
While further research is needed on these issues, the booatlision

that emissions are significantly more damaging at altitsdzaar.”

Depending on the outcome of future research, contrail @ is likely to either
appear on top of agendas or give airlines a competitive ddganf it is demanded
by their customers. The market for contrail avoidance tetdgy is potentially
large. With an estimated 22,700 new passenger and freigia#igoing into ser-
vice between 2006 and 2025 [Airbus, 2006], the number ofrairavorldwide

would be more than doubled. If each aircraft had to be equippéh a contrail
avoidance device, companies that could offer a viable wolwnd possess intel-

lectual property rights might be able to find the contraillgeon lucrative.
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5.1 Recommendations

5.1.1 Assessing the environmental impact of contrails

A more accurate assessment of the environmental impact &oation-induced
ice clouds other than that of line shaped contrails should pgority. Scientific

evidence is required to make adequate decisions regatungpntrail problem.

Aerodynamic contrails could potentially occur indeperttyeinom engine-provoked
contrails. If that was the case, than there would be sitnatwhere only engine
provoked contrails emerge, where both emerge at the sanee &inad where only
aerodynamically induced contrails emerge. In the casedtttataerodynamic con-
trails and engine-provoked contrails form simultaneoublky avoidance of engine-
provoked contrails would not necessarily imply the avomtaof aerodynamic con-
trails. Additionally, the actual contrail cover, and heree/ironmentally related
implications, would be larger than calculated in studiesaupow. Further work
should address the development of a model for forecastimageamic contrails

and their impact on the environment.

A more relevant metric than radiative forcing representingmpact further down
the impact chain, as described on page 6, is required to aengpatraffic pollu-

tants regarding their future impact. An alternative apphoia given in chapter 4,
where scenarios with and without contrail avoidance arepaoed to each other

regarding their long term global temperature change.

A design tool allowing the calculation of the environmemtabact from contrails is
desirable for the development of contrail avoidance sgiagsand during the design

process of next generation aircraft. A prototype allowimg¢alculation of contrail
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occurrences was used in the study addressed in séction 34@wever, further
work is recommended to increase its fidelity and also consatleer pollutants

than CQ and contrails.

5.1.2 Recommendations on avoidance technologies

As most of the contrail avoidance strategies presentedisrtltiesis are currently
not explored in great detail, the recommendations on furtloek on the individual
strategies would be vast. Therefore, recommendationsdieggfurther research

on technologies are given in a broader sense in the follawing

An engine concept repeatedly discussed in the aeronactinahunity is unducted
fans. In particular, cruise altitude and aircraft wake dyies of unducted fans de-
signs offer the potential for reducing contrail occurrenaed modify their radiative
properties. Hence, considering contrail formation alyeiadhe design process of
unducted fan aircraft, they could be the first generationrofaft designed with an
aim to reduce the impact of contrails. Therefore, furtherkweould be necessary

to understand environmental implications of unducted &pet from CQ.

The same is true for blended wing body aircraft. Their eftectontrail formation
and radiative properties due to different aircraft wakdgyas and engine integra-

tion methods has not been addressed in any studies.

The practical feasibility of contrail avoidance devicesdsduced in section 3.5 is
subject to further investigation. As contrail avoidanceides exhibit an opportu-
nity for contrail avoidance without a significant fuel bureralty and the possibility

of being able to retrofit existing aircraft, further work is@gly recommended.
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Appendix A

Appendix

A.1 Derivation of the mixing line slope

The slope of the mixing line connecting the states of therengxhaust and am-
bient air on a phase diagram for water as shown in figure 2.1age 30 is the
guotient of the differences in temperature and water pggtessure between the
jet efflux and ambient air. Wit denoting conditions for the exhaust aBdor

ambient air, it is
_ Pa— P
S P

oA (A1)

Assuming the heat capacity of the air being constant ancenegg) the combustion

products, the temperature difference between the airiagtére engindg and the

engine exhausl can be calculated from

Onet Mfuel (1 —No) = Cp Mair (Ta—Ta) (A.2)
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Combining equation Al2 and A.1 yields

_ Cp Mair (PA—PB)
OAB

— A.3
’ Onet Mruel (1 —No) (A3)

The partial pressure of water as part of a gas mixture suci ssdefined as

Pwater = (Mwater Protal)/ (Mair M) (A.4)

Combining equation Al3 and A.4 yields

Cp (Myater A— Mwater B) Pambient
Onet Miyel (1—No) M

OAB = (A.5)

The emissions index for water is defined as the amount of veatded to the ex-
haust gases due to combustion of fossil fE&|ater = (Mwatera — MwaterB)/ Mt uel,

resulting in the final form of the mixing line slope

Cp Elwater Pambient
A8 = e (L—10) M #o

A.2 Tools

A description of the tools used during the work programme@violed in the fol-

lowing.
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A.21 FLOPS

The Flight Optimization System (FLOPS) is a multidiscipliy system consisting
of computer programs. It can be used for the conceptual agldhpnary design

and evaluation of advanced aircraft concepts. The progtate sonsists of nine
primary modules: 1) weights, 2) aerodynamics, 3) engin&eayaalysis, 4) propul-
sion data scaling and interpolation, 5) mission performreafg takeoff and landing,

7) noise footprint, 8) cost analysis, and 9) program control

The weights module uses statistical/empirical equationgrédict the weight of

each item in a group weight statement. An empirical dragregton technique

[Feagin and Morrison, 1978] is applied to calculate dragmol The engine cycle

analysis module has the capability to internally generateragine deck consisting

of thrust and fuel flow data at a variety of Mach-altitude dtinds [Geiselhart,

1994]. The mission performance module uses internally igeee weight, aerody-

namic, and propulsion system data to calculate block fuesemption.

A.2.2 ESDU flight performance program

The ESDU Aircraft Performance Program is a suite of progrémgredict the
performance of an aircraft design for which appropriatedgnamic and engine
data are available. This suite consists of three programesPérformance program
pre-processor, the flight performance program and thepgalation program. Thee
suite can be used to predict point and path performance,affleand landing per-
formance and mission performance. The suite does not iacdng capability to
estimate installed engine data or aerodynamic coefficiehit® user can specify
input data either as a constant value, a range or list of salieas tabular data

varying with a range of possible variables.
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A.2.3 TURBOMATCH

TURBOMATCH, developed by Cranfield University, is a nondar steady state
gas turbine performance simulation software. It has theludify to perform

design-point and off-design performance calculations.

A.3 Operational weather analysis data

Global temperature (stash code 16203) and relative huymidiib respect to liquid
water (stash code 15256) analysis data from the MetOffideednnodel of the year
2005 was used throughout the workprogramme. The data wasited from IEEE
binary files in MetOffice PP format to MATLAB format, whereas iatermediate
step, the conversion from binary PP to NetCDF, was necesshkng data files
cover 6 hour intervals and have a horizontal resolution @825 and a vertical

resolution of 19 pressure levels.

A.4 Baseline aircraft

Calculations performed during the work programme were adlelll on a common
aircraft specification as given in table A.1. The selectecraft class represents a

modern long haul, mid-size commercial transport aircraft.

true air speed maximum range maximum payload
255m/s (= Mach 0.86 at 34,000feet) 8,000nm 250 passengers

Table A.1: Aircraft parameters.
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